The evolutionary stability of automimicry
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Internal defences such as toxins cannot be detected from a distance by a predator, and are likely to be costly to produce and maintain. Populations of well-defended prey may therefore be vulnerable to invasion from rare ‘cheater’ mutants that do not produce the toxin themselves but obtain some protection from their resemblance to their better defended conspecifics (automimicry). Although it is well established that well-defended and weakly defended morphs may coexist stably in protected dimorphisms, recent theoretical work suggests that such dimorphisms would not be resistant to invasion by novel mutants with defence levels intermediate to those present. Given that most defences (including toxins) are likely to be continuous traits, this implies that automimicry may tend to be a transitory phenomenon, and thus less likely to explain variation in defence levels in nature. In contrast to this, we show that automimicry can also be evolutionarily stable for continuous traits, and that it may evolve under a wide range of conditions. A recently developed geometric method allows us to determine directly from a trade-off curve whether an evolutionarily stable defence dimorphism is at all possible, and to make some qualitative inferences about the ecological conditions that may favour it.
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1. INTRODUCTION

Many prey species carry defences such as toxins and stings, which are harmful to predators, but which cannot be detected by predators before the prey is captured. Since such defences are effective only after a predator has decided to attack the prey, they are referred to as secondary defences (Edmunds 1974). Predators that attack defended prey may however learn to avoid similar-looking prey by associating the prey’s visual characteristics (the warning signal) with its defence. Because the warning signal is typically structurally unrelated to the secondary defence, it is not necessarily an honest indicator of a prey’s true defence level. Therefore, secondary defences are readily exploitable by undefended ‘cheats’ that carry only the deceptive warning signal. Such exploitation is illustrated by all the reported cases of Batesian mimicry, where one or several undefended species benefit from mimicking the appearance (to some degree) of a defended model species. Another intriguing possibility, which is the focus of this article, is that of automimicry (after Brower et al. 1967), in which some fraction of the individuals in a defended species produces little or nothing of the potentially costly defence, but nevertheless obtain some protection from predation because they are identical in appearance to their defended conspecifics.

The production and storage of a secondary defence would in many cases be likely to incur some cost to the individual, and there is indeed empirical support for such costs (Ruxton et al. 2004). When a predator’s decision of whether or not to attack an individual prey item is based on an assessment of its appearance, and not on direct inspection of its defence, it is not obvious how a costly defence could be maintained by selection. One possibility is a direct individual benefit of the defence: predators that catch a prey often inspect it more closely (e.g. by careful tasting) before devouring it, and if the prey is found undesirable (e.g. if toxins are detected) they may reject it (Gamberale-Stille & Guilford 2004; Skelhorn & Rowe 2006), often unharmed (Wiklund & Järvi 1982 and references therein; Sillén-Tullberg 1985; Lindquist & Hay 1996). Thus, carriers of the defence may have a higher probability of surviving capture than non-carriers. This direct benefit probably plays a key role in the evolution of secondary defences (Leimar et al. 1986; Guilford 1994).

Over the years, many studies have documented the presence of intraspecific variation in defence level (reviewed in Ruxton et al. 2004), and automimicry has been suggested as a stabilizing factor of such variation (Brower et al. 1967; Bowers 1992; Moranz & Brower 1998). Answers to how and under which conditions automimicry may evolve and persist should be a prerequisite for such considerations. Several authors have discussed how an undefended and a defended prey morph may be maintained by natural selection in a stable protected dimorphism (Brower et al. 1970; Pough et al. 1973; Gibson 1984; Guilford 1988; Augner et al. 1991; Till-Bottraud & Gouy 1992; Ruxton & Speed 2006). More recently, however, the evolutionary stability of automimicry has been questioned in two theoretical papers (Broom et al. 2005; Speed et al. 2006). These works conclude that such defence strategy dimorphisms are unlikely to be resistant to invasion by novel mutants when the defence level is a continuous trait; instead, a
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monomorphic prey population fixed for an intermediate level of defence will be the outcome (Broom et al. 2005; Speed et al. 2006). Since many defences, such as toxin content, are unarguably continuous in nature, these results have seemingly removed much of the grounds for invoking automimicry as an explanation for observed cases of large intraspecific variation in defence level in natural populations.

In this paper, we use tools from game theory and adaptive dynamics to investigate the evolution of secondary defences, and show that automimicry may be evolutionarily stable also when defence traits are continuous. We conclude that automimicry has a solid theoretical foundation, and recommend that automimicry should not be discarded as a potential explanation for observed variation in secondary defences.

2. THE MODEL

We build on the model of Broom et al. (2005) and consider a prey species where individuals have to survive a fixed period of time before reaching the reproductive stage. Individuals are defined by their defence level $D_1$, a continuous, non-negative variable, and are otherwise identical. Individual fitness is defined as the product of fecundity and the probability of surviving until reproduction, both functions of $D$. Any difference in fitness between individuals in the species is thus attributed to their different levels of defence.

We start with fecundity. Let $F(D)$ denote fecundity as a function of defence level. Our assumption is simply that investment in defence has a cost that reduces fecundity, i.e. $F'(D) < 0$ until $F$ possibly reaches zero. The highest possible reproductive output is obtained by prey that do not invest resources in defence (provided they survive predation), and we express the fecundity of defended individuals as a proportion of this maximum. Thus, we standardize and let $F(0) = 1$.

The probability of surviving until reproduction is first of all dependent on the number of attacks the prey are subject to. We assume that the prey are foraged upon by a community of generalist predators, whose density is unaffected by our focal prey species. The predators search randomly and independently for prey, and the number of predator attacks that an individual must survive in order to reproduce is drawn from a Poisson distribution with mean $A$. We will refer to $A$ as the ‘attack rate’ and will return to it shortly. Let $S(D)$ be the probability of surviving an attack. We assume that the probability that an individual survives an attack increases with its defence level (a better defended individual is more likely to be rejected after capture), i.e. $S'(D) > 0$ until $S$ possibly reaches 1. If the probability of surviving one attack is $S(D)$, the probability of surviving, say, $n$ attacks is $S(D)^n$. Consider an individual with defence level $D$ in a population experiencing attack rate $A$. From our assumptions of a Poisson distribution, it follows that the probability of surviving all attacks and reaching reproduction is $S_R(D,A) = \sum_{n=0}^{\infty} [S(D)^n e^{-A/n!}]$. Using the relationship $\sum_{n=0}^{\infty} (S(D)^n/n!) = e^{S(D)A}$, we may simplify and write $S_R(D,A) = e^{S(D)A - S(D)}$.

A reasonable assumption is that the attack rate will be negatively related to the typical level of defence in the population, i.e. poorly defended populations receive more attacks than well-defended populations (cf. Broom et al. 2005).

This may for instance happen because predators more quickly learn to avoid well-defended populations (e.g. Ruxton et al. 2004), or because a well-defended prey type may be less profitable and thus incorporated in the optimal diet of a smaller subset of predators than a weakly defended one (e.g. Stephens & Krebs 1986). Let $A(D)$ denote the attack rate experienced by a population that is monomorphic for the defence level $D$; we assume that $A'(D) < 0$.

We define fitness as the product of the probability of surviving until reproduction ($S_R$) and fecundity ($F$), and assume that the prey population is large, so that a rare mutant strategy will have a negligible effect on the attack rate experienced by the resident population. Using the above results, the fitness of a rare mutant strategy $D$ in a population monomorphic for strategy $\bar{D}$ is

$$W(D, A(\bar{D})) = F(D)S_R(D, A(\bar{D})) = F(D)e^{-A(\bar{D})\left(1-S(D)\right)}.$$  

Note that the only way in which different strategies can affect each other’s fitness is through their influence on the attack rate. We assume that density-dependent mortality affects all prey types equally (and independently of their individual defence strategies), so that density dependence may be represented by a function $g(N, \bar{D})$ which decreases with population size, $N$. A complete description of the fitness of a rare mutant will thus be $U(D, A(\bar{D}), N) = W(D, A(\bar{D}), g(N, \bar{D}))$, while that of the resident strategy is $U(\bar{D}, A(\bar{D}), N) = 1$ (provided $W(\bar{D}, A(\bar{D}), N) > 0$). However, since the density-dependent effects are the same for resident and mutants, the success of an invading mutant can be evaluated from $W$ only. Density-dependent factors are therefore omitted in the remaining of this paper.

3. COEXISTENCE OF TWO STRATEGIES

A prerequisite for automimicry to be evolutionarily stable is that pairs of defence strategies can coexist at some stable equilibrium frequency. The entire set of such pairs will therefore define the region of the strategy space relevant for automimicry. At equilibrium frequency, both defence strategies obtain equal fitness. The less defended strategy will suffer higher mortality in the case of an attack than the better defended, but this effect will be counteracted owing to the larger number of offspring it will produce in the case where it survives until reproduction.

Consider two levels of defence, $D_1$ and $D_2$, which by convention satisfy $D_1 < D_2$. A population of $D_2$ individuals will elicit fewer attacks than a population of $D_1$ individuals, i.e. we have $A(D_2) < A(D_1)$. Let $A(D_1, D_2, \rho)$ denote the attack rate in a dimorphic population in which a fraction $\rho$ of the individuals has defence level $D_1$, and a fraction $(1 - \rho)$ has defence level $D_2$. A mixed population will experience an intermediary attack rate; we assume that $A(D_1, D_2, \rho)$ changes monotonically from $A(D_2)$ to $A(D_1)$ as $\rho$ tends from 0 to 1. It follows that $\partial/\partial \rho (A(D_1, D_2, \rho)) > 0$. Moreover, we assume that $A(D_1, D_2, \rho)$ is decreasing in its two first arguments.

Suppose that the two morphs $D_1$ and $D_2$ have equal fitness at some equilibrium $\rho$, i.e. $W(D_1, A(D_1, D_2, \rho)) = W(D_2, A(D_1, D_2, \rho^*)$. Although solving for $\rho^*$ is not possible without making specific assumptions about the
functional form of $A$, we may still make some general observations concerning the equilibrium. By equating fitnesses, we can solve for the equilibrium attack rate $A^* = A(D_1, D_2, \rho^*)$, and obtain

$$A^* = \frac{\ln[F(D_1)] - \ln[F(D_2)]}{S(D_2) - S(D_1)}. \quad (3.1a)$$

For any given pair of $D_1$ and $D_2$, the right-hand side of equation (3.1a) is constant. Since $A(D_1, D_2, \rho)$ changes monotonically from $A(D_2)$ to $A(D_1)$ as $\rho$ tends from 0 to 1, $\rho^*$ must be the unique value of $\rho$ at which the attack rate is given by (3.1a), and thus the unique equilibrium at which $D_1$ and $D_2$ coexist. Since $\rho^*$ must satisfy $0 < \rho^* < 1$, a necessary and sufficient condition for the existence of a dimorphic equilibrium is that the right-hand side of (3.1a) is between $A(D_2)$ and $A(D_1)$, or

$$A(D_2) < \frac{\ln[F(D_1)] - \ln[F(D_2)]}{S(D_2) - S(D_1)} < A(D_1). \quad (3.1b)$$

Will a unique equilibrium $\rho^*$ satisfying $0 < \rho^* < 1$ be stable? Because we have $\partial / \partial \rho(A(D_1, D_2, \rho)) > 0$, it is clear that the fitness of both $D_1$ and $D_2$ decreases with $\rho$. In the case of a small perturbation of $\rho$ away from $\rho^*$, stability requires the fitnesses of the two morphs to be differentially altered, and in such a way that the morph that after the perturbation is present in a marginally higher fraction than at the equilibrium $\rho^*$ has the lower fitness. This will always be the situation if the fitness function of $D_1$ has a steeper negative slope at $\rho^*$ than that of $D_2$. Formally, the stability condition is $\partial^2 / \partial \rho^2 (W(D_1, A(D_1, D_2, \rho)))/\rho < 0 < \partial^2 / \partial \rho^2 (W(D_2, A(D_1, D_2, \rho))/\rho$. This simplifies to $S(D_1) < S(D_2)$, which always holds under our assumption that per attack survival increases with defence level. This suffices to ensure stability under continuous allele frequency dynamics (as when generations are overlapping). Under discrete allele frequency dynamics, it can be shown that this suffices to ensure stability when the additional condition $\partial / \partial \rho(A(D_1, D_2, \rho)) < 8(S(D_2) - S(D_1))$ is satisfied for all $\rho$ (electronic supplementary material); in other words, as long as the attack rate does not change extremely quickly with $\rho$. In the rest of the paper, we restrict our attention to the cases in which this condition is satisfied. We may then safely assert that, conditional upon existence, the equilibrium is always stable.

If we combine this last result with the result that the equilibrium must be unique, it follows that the fitness of $D_1$ must be higher than that of $D_2$ for all $\rho < \rho^*$, and lower for all $\rho > \rho^*$. Consequently, a rare $D_1$ strategy could invade a population fixed for $D_2$ and vice versa; the strategies are mutually invasible (sense Geritz et al. 1998) and comprise a protected dimorphism. The formal conditions for $D_1$ and $D_2$ to be mutually invasible are simply $W(D_1, A(D_2)) > W(D_1, A(D_1))$ and $W(D_2, A(D_1)) > W(D_2, A(D_2))$, which, when written out and combined, gives $A(D_2) < (\ln[F(D_1)] - \ln[F(D_2)])/(S(D_2) - S(D_1)) < A(D_1)$, which is identical to the condition for the existence of an equilibrium given in (3.1b).

Hence, without having to explicitly specify any of the functions $A$, $F$ and $S$, we have shown that an equilibrium $\rho^*$ at which two strategies have the same fitness will exist if and only if the two strategies are mutually invasible. Any such dimorphic equilibrium must also be stable and unique. It is straightforward to check whether two strategies belong to the set of pairs that are mutually invisible using condition (3.1b). The attack rate experienced by a population residing at a dimorphic equilibrium may be calculated without knowing the exact proportion of the two morphs present at the equilibrium, using equation (3.1a).

4. EVOLUTIONARY STABILITY OF AUTOMIMICRY

In our search for evolutionarily stable dimorphisms, we consider the fitness of rare mutant prey strategies that invade a predatory environment characterized by the equilibrium attack rate determined by the established resident prey population. We thus assume a separation of time scales, i.e. the resident prey population always reaches its equilibrium state before new variants arrive. A dimorphic population that at its equilibrium state cannot be invaded by any other strategy will constitute an evolutionarily stable dimorphism. Graphically speaking, the component strategies $D_1^* \setminus D_2^*$ of such a dimorphism will reside on top of two separate but equally high peaks in a fitness landscape; a landscape that changes according to the strategies considered.

A necessary (but not sufficient) condition for our model to exhibit an evolutionarily stable dimorphism is thus that the fitness function is capable of producing a landscape with at least two peaks separated by a valley. In our case, this is equivalent to requiring a fitness landscape with a minimum of two extrema in the interior (since one peak may reside on the lower boundary of the strategy space, $D=0$). Thus, a fitness function may be discarded if the equation $\partial^2 W(D, A^*)/\partial \rho^2 = 0$ does not have more than one solution for any attack rate $A^*$, where $A^*$ is treated as a free (positive) constant. Simplifying and rearranging $\partial^2 W(D, A^*)/\partial \rho^2 = 0$, we obtain

$$\frac{d}{dD} \ln(F(D)) = -A^* \frac{d}{dD} S(D). \quad (4.1)$$

We proceed by qualitatively evaluating (4.1) for general functional forms for fecundity, $F(D)$, and per attack survival probability, $S(D)$, that satisfy our earlier stated criteria. We restrict ourselves to three general functional forms for $F(D)$: log-concave, log-convex and log-linear, which respectively makes the left-hand side of (4.1) a decreasing, increasing and constant function of $D$. Similarly, we consider three general functional forms for $S(D)$: concave, convex and sigmoid, which respectively makes $dS(D)/dD$ a decreasing, increasing and unimodal function of $D$. (These stated properties apply where $S<1$ and $F>0$, respectively; we restrict our search for evolutionarily stable dimorphisms to this region.)

A combination of $F(D)$ and $S(D)$ can be discarded if the left-hand side and the right-hand side functions of (4.1) under no circumstances can intersect twice (or more). It should be easy to confirm the results summarized in figure 1, where four of the nine combinations fail to meet this test.

For a pair of mutually invisible strategies $D_1$ and $D_2$ in the interior of the strategy space to constitute an evolutionarily stable dimorphism, it is necessary that they form an evolutionarily singular coalition (Geritz et al. 1998), i.e.

$$\left[ \frac{d}{dD} W(D, A^*(D_1, D_2)) \right]_{D=D_i} = 0 \quad \text{for } i = 1, 2. \quad (4.2a)$$
and that the singular coalition is evolutionarily stable, i.e.
\[
\left[ \frac{\partial^2}{\partial D^2} W(D, A^*(D_1, D_2)) \right]_{D=0} < 0 \quad \text{for } i = 1, 2. \tag{4.2b}
\]
If \( D_1 \) is on the boundary (i.e. \( D_1 = 0 \)), it is necessary that (4.2a) and (4.2b) is satisfied for \( i = 2 \), and that the following inequality holds:
\[
\left[ \frac{\partial}{\partial D} W(D, A^*(D_1, D_2)) \right]_{D=D_1} < 0. \tag{4.2c}
\]
We now proceed by constructing examples of explicit functions \( F(D) \) and \( S(D) \) that allow for evolutionarily stable dimorphisms.

**(a) Example 1**

We start with a combination of a sigmoid \( S(D) \) and a log-linear \( F(D) \), for which a particular evolutionarily stable dimorphism can be found analytically,

\[
S(D) = \begin{cases} 
D^2(3 - 2D) & 0 \leq D \leq 1 \\
1 & D > 1 
\end{cases}
\]

\[
F(D) = e^{-2D}.
\]

Both functions are shown in figure 2a. It is easy to verify that for any function \( A(D) \) satisfying \( A(3/4) < (16/9) < A(0) \), the strategies \( D_1^* = 0 \) and \( D_2^* = 3/4 \) will be mutually invasive and coexist stably at the attack rate \( A^* = 16/9 \). Using criteria (4.2a)–(4.2c), it is straightforward to show that they also constitute a dimorphism that is locally evolutionarily stable.

The exact evolutionary dynamics will depend on the choice of \( A(D) \). The region of mutual invasibility for the choice \( A(D) = \max(5 - 10D, 0) \) is shown in figure 2c (white region). The superimposed arrows indicate the permissible directions for evolutionary change reflected by the local fitness gradients of each morph. The evolutionarily stable dimorphism can be attained through small mutational steps from a monomorphic population if the population has a sufficiently high initial defence level (\( D = 0.09 \), marked with a cross). Evolution will then proceed towards the convergence stable branching point (\( D = 0.35 \), indicated by the open circle) at which any nearby mutant can invade and coexist stably with the resident strategy, and subsequently the population turns dimorphic. The two strategies then continue to diverge until the evolutionarily stable dimorphism is reached.

**(b) Example 2**

A combination of a sigmoid \( S(D) \) and a log-concave \( F(D) \) (figure 3),

\[
S(D) = \begin{cases} 
\frac{3}{2} \left( \frac{D + 3}{100} \right)^2 \left( 1 - \frac{1}{1 + e^{-2(D-1)^2}} \right) & 0 \leq D \leq 1 \\
+ (1 - (D - 1)^2) \left( \frac{1}{1 + e^{-2(D-1)^2}} \right) & D > 1 
\end{cases}
\]

\[
F(D) = 1 - e^{-15e^{-5D}}.
\]
Figure 3. Example 2. (a) The log-concave fecundity function (broken line, F(D)) and sigmoid survival function (solid line, S(D)). (b) Mutant fitness when invading the evolutionarily unstable dimorphism (S, D) and invest significantly in defence. For the functional evolutionary dimorphism are from the interior of the strategy space. (c) The mutual invasibility plot showing the dimorphic evolutionary endpoint (filled circles). A convergence stable branching point at D = 0.48 (open circle) allows the dimorphic endpoint to be attainable from an initially undefended state. At the endpoint, the probability that the well-defended and less defended morphs will survive until reproduction (S0(D)) is 0.81 and 0.57, respectively. See figure 2 and main text for further explanation.

In this example, both component strategies in the evolutionarily stable dimorphism are from the interior of the strategy space and are both in the interior of the strategy space. (c) The mutual invasibility plot showing the dimorphic evolutionary endpoint (filled circles). A convergence stable branching point at D = 0.48 (open circle) allows the dimorphic endpoint to be attainable from an initially undefended population. At the endpoint, the probability that the well-defended and less defended morphs will survive until reproduction (S0(D)) is 0.81 and 0.57, respectively. See figure 2 and main text for further explanation.

For the remaining three combinations of S(D) and F(D) that allow for evolutionarily stable dimorphisms (figure 1), we can without difficulty find functions that give rise to evolutionarily stable dimorphisms (not shown).

5. A GRAPHICAL INTERPRETATION
Finding an evolutionarily stable dimorphism analytically is possible only for a small subset of fecundity and survival functions. Given a specific choice of S(D) and F(D), however, recently developed geometric methods (de Mazancourt & Dieckmann 2004; Kisdi 2006) make it a straightforward task to determine whether a (locally) evolutionarily stable dimorphism is possible, and if so, the component strategies that might comprise it and the functions A(D) that may maintain it. We illustrate this method by looking at the specific functions used in the two previous examples. Let f denote the curve obtained by plotting ln(F) against S for all possible defence strategies D (figure 4a,b). The trade-off curve contains all the possible combinations of our two life-history traits and, clearly, any defence level D corresponds to a unique point on f.

Suppose that we have identified a mutually invisible pair D1 and D2, both in the interior of the strategy space, corresponding to the points p1 and p2 on f. A sufficient condition for D1 and D2 to constitute an evolutionarily singular coalition is that a straight line connecting p1 with p2 is tangential to f at both points (figure 4b). This can be seen as follows. From (3.1a), it is clear that the slope of the straight line connecting p1 and p2 must equal −A*. Using the chain rule, it is easy to show that the slope of f at p1 and p2 must equal (d/dD(ln(F)))/(d/dD(S)) evaluated at D1 and D2, respectively. Equation (4.2a), which may be rearranged into (d/dD(ln(F)))/(d/dD(S)) = −A*, must hold for both D1 and D2. Thus, at both p1 and p2, the slope of f must equal −A*, which is the slope of the straight line connecting p1 and p2. This can only happen if the straight line connecting p1 and p2 is tangential to f at p1 and p2 (figure 4b).
The evolutionarily singular coalition will be evolutionarily stable if the trade-off curve is sufficiently concave around the component strategies that comprise it (Rueffler et al. 2004; Kisdi 2006). In our model, it turns out that any degree of concavity suffices, and that evolutionary stability also implies absolute convergence stability (sensu Leimar 2001). Using condition (4.2a) to simplify condition (4.2b), we find that a singular coalition will be evolutionarily stable if, for both component strategies,\[ \frac{d^2}{dD_i} W(D, A^*(D_1, D_2)) = 0 \]

and at least one of two following cross-derivatives equals zero, i.e.,\[ \frac{d^2}{dD_i dD_j} W(D, A^*(D_1, D_2)) = 0 \]

for \( i = 1, j = 2 \) or \( i = 2, j = 1 \).

By using the first-order condition (4.2a) and equation (3.1a) to simplify (5.1a) and (5.1b), it can be shown that (5.1a) reduces to the condition for evolutionary stability, and that the two cross-derivatives in (5.1b) both equal zero. Thus, all evolutionarily stable dimorphisms in the interior are also absolutely convergence stable.

Suppose now instead that the mutually invasible pair has \( D_1 \) on the boundary and \( D_2 \) in the interior of the strategy space. As before, evolutionary stability requires that conditions (4.2a) and (4.2b) hold for \( D_2 \), so the straight line connecting \( p_1 \) and \( p_2 \) must be tangential to \( f \) at \( p_2 \), and \( f \) must be concave at \( p_2 \) (figure 4a). Since \( D_1 \) is on the boundary of the strategy space, however, equations (4.2a) and (4.2b) need not hold for \( D_1 \), and concavity at \( p_1 \) is therefore not required. Instead, it is required that the slope of \( f \) at \( p_1 \) is steeper than the slope of the straight line connecting \( p_1 \) and \( p_2 \) (as shown in figure 4a). This follows from condition (4.2c), which will be satisfied if \( \frac{d}{dD_i} W(F, D) \frac{d}{dD_j} W(F, D) < 0 \), where \( D \) is a boundary point. The conditions for absolute convergence stability are simplified when \( D_1 \) is on the boundary: it then suffices that (5.1a) holds for \( D_2 \), and that \( D_1 \) is evolutionarily stable.

It follows from the above discussion that we can determine directly from the shape of the trade-off curve \( f \) whether it may support a (locally) evolutionarily stable dimorphism. If a straight line may be drawn that is tangential to \( f \) at two interior points, \( p_1 \) and \( p_2 \), that both lie in concave regions of \( f \), the trade-off curve may support an evolutionarily stable dimorphism in the interior. If a straight line may be drawn that is tangential to \( f \) at some interior point \( p_1 \), where \( p_1 \) lies on the boundary, the trade-off curve may support an evolutionarily stable dimorphism with one component strategy at the boundary and one in the interior. However, the realization of an evolutionarily stable dimorphism depends on whether the defence strategies associated with the two relevant points are mutually invasible. Mutual invasibility of two defence strategies \( D_1 \) and \( D_2 \) is ensured if the slope of the straight line connecting \( p_1 \) and \( p_2 \) is between \(-A(D_2)\) and \(-A(D_1)\) (this can be seen from (3.1b)). Thus, for any trade-off curve that may support an evolutionarily stable dimorphism, mutual invasibility for the relevant strategies may be ensured by choosing an appropriate attack function.

6. DISCUSSION

There has been, to our knowledge, only one previous attempt (Broom et al. 2005) at investigating whether automimicry can persist as a defence level dimorphism that is evolutionarily stable, i.e. resistant to invasion from mutants. That study concluded that such a defence level dimorphism cannot be stable when the defence trait is continuous, which seriously challenges the role of automimicry as an explanation for intraspecific variation in defence level. Like Broom et al. (2005), we have assumed a trade-off between an individual’s ability to survive an attack by a predator and its fecundity, but by considering a range of functional forms, we have shown that their conclusion does not hold in general. A qualitative analysis has allowed us to identify combinations of functional forms that do not allow for evolutionarily stable dimorphisms (including the one used by Broom et al. 2005). However, we have also been able to verify that many choices of functions do indeed lead to evolutionarily stable dimorphisms, and that these functions can take very different shapes.

The shapes of the survival and fecundity functions must ultimately be determined empirically. Nevertheless, the most reasonable representative of a survival function seems to be a sigmoid one. The sigmoid form would easily arise whenever the predators’ ability to detect or overcome a defence varies unimodally around some non-zero mean. Moreover, even if all predators adopted the same acceptance threshold for a toxin, perceptual noise would give rise to a sigmoid relationship between actual toxin concentration and the probability that perceived toxicity falls above this threshold (Joron 2003). A sigmoid shape is in fact a standard prediction from signal detection theory, which has been confirmed in numerous stimulus control experiments (e.g. Blough 2001). Since a sigmoid survival function can give rise to evolutionarily stable dimorphisms in combination with representatives of all the classes of fecundity functions that we have considered, the possibility of having evolutionarily stable dimorphisms seems less constrained by the shape of the fecundity function.

The relationship between defence level and fecundity, or between defence level and the probability of surviving a predator encounter, strongly depends on the nature of the secondary defence we are considering. If we want to make educated guesses about these relationships or measure them empirically, it does matter whether we talk about a toxin, a tough integument, or escape abilities. Mathematically speaking, however, what matters for the outcome of the model is only the direct relationship between fecundity and the probability of surviving an attack, which can be summarized in a trade-off curve. Using recent results from the field of adaptive dynamics, we have illustrated how such a trade-off curve allows us to directly evaluate the...
potential existence and location of evolutionarily stable dimorphisms. The trade-off curve is easy to generate if the two functional forms relating defence level to fecundity and survival are known, and is thus a useful tool to quickly test whether the functional forms may potentially support evolutionarily stable dimorphisms under our model assumptions.

The mathematical transparency obtained when analysing the model in terms of a single trade-off curve also allows us to make some rough generalizations about the ecological circumstances under which an evolutionarily stable dimorphism supported by particular trade-off curves can be realized. As we have shown, the attack rate that is needed to maintain the two component strategies of an evolutionarily stable dimorphism is closely linked to the slope of the trade-off between survival and fecundity (figure 4). Thus, it is clear that evolutionarily stable dimorphisms can be maintained under both high- and low-predation pressure. Suppose that the predator community detects the focal prey at a low rate (e.g. due to crypsis). If the trade-off between survival and fecundity is weak (the trade-off curve is not steep), a low attack rate may suffice to maintain an evolutionarily stable dimorphism. If the trade-off is strong, however, the high attack rate necessary to maintain a protected dimorphism may not be achievable for the predator community. To take the opposite case, suppose that the focal prey is highly conspicuous and thus discovered at a high rate by predators. Several factors may then lead to a high attack rate that changes little in response to different levels of defence: a constant high influx of naive predators; predators that learn slowly; or a section of the predator community that can tolerate the defence. In such cases, a protected dimorphism may not be possible if the trade-off between fecundity and survival is weak. However, a dimorphism may arise if the trade-off is strong. We emphasize, though, that such generalizations may be compromised by large deviations from the model assumptions of random predator encounters and that predator behaviour is unaffected by the abundance of the focal prey species.

Although it has not been shown before that automimicry may persist as an evolutionarily stable dimorphism when defence traits are continuous, there is nothing unique about our model framework that makes it possible. Leimar et al. (1986) developed a model to investigate the evolutionary stability of aposematism that incorporated detection rate, predator learning and generalization. Although the focus in that paper was on monomorphic evolutionarily stable strategies, it can be shown that the model will readily demonstrate convergence stable branching points in the defence trait for realistic functional representations of the probability of dying when attacked. To fully model the evolution of a dimorphism within that framework would however require some model extensions.

Broom et al. (2005) showed that a dimorphism could be evolutionarily stable when the defence trait was restricted to discrete levels, but only when the defence trait could not take any value intermediate to those constituting the dimorphism. We have shown for continuous defence traits that dimorphisms may be resistant to invasion by any mutant strategy. It follows that dimorphisms can be evolutionarily stable in the discrete case also when the defence trait can take values intermediate to those present in the dimorphism.

The concept of automimicry was originally motivated by observations of variation in toxin content between prey due to the use of different food plants (Brower et al. 1967), and toxin content is perhaps the most commonly used example in the literature of a defence that may be vulnerable to invasion by automimics. Our model requires only that the defence level is under genetic control, and applies in principle to both de novo synthesis of toxins by the prey and sequestering of toxins from host plants. However, our assumption of frequency-dependent maintenance of defended and non-defended morphs at an equilibrium in which fitnesses are equal requires that the nutrients necessary for synthesizing toxins or the host plants needed for sequestering them are not limiting resources. Otherwise, different defence levels may simply reflect that some prey do not have access to the most favourable resource (i.e. a ‘best of a bad job’ strategy). The phenomenon of automimicry is not limited to specific modes of secondary defence, however; the essential requirement is only that the defence level is not obvious to predators upon prey discovery. Relevant defences may therefore include morphological deterrents like a thick cuticle or spines and behavioural defences like rapid escape or retaliation. Note that if the defence has many components, it is in principle possible for a prey to be an automimic for the defensive components that are most costly to produce, but not for others, as long as the different components can be produced independently. Given the prevalence and diversity of systems involving a secondary defence, we will argue that our model will have wide applicability.
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NOTICE OF CORRECTION

Figure 3 is now presented in the correct form. 18 June 2007