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Bayesian approaches have been extensively used in animal breeding sciences, but similar approaches in the context of evolutionary quantitative genetics have been rare. We compared the performance of Bayesian and frequentist approaches in estimation of quantitative genetic parameters (viz. matrices of additive and dominance variances) in datasets typical of evolutionary studies and traits differing in their genetic architecture. Our results illustrate that it is difficult to disentangle the relative roles of different genetic components from small datasets, and that ignoring, e.g. dominance is likely to lead to biased estimates of additive variance. We suggest that a natural summary statistic for \( G \)-matrix comparisons can be obtained by examining how different the underlying multinormal probability distributions are, and illustrate our approach with data on the common frog (\( Rana temporaria \)). Furthermore, we derive a simple Monte Carlo method for computation of fraternity coefficients needed for the estimation of dominance variance, and use the pedigree of a natural Siberian jay (\( Perisoreus infaustus \)) population to illustrate that the commonly used approximate values can be substantially biased.
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1. INTRODUCTION

The matrix of additive genetic variances and covariances (\( G \)) is fundamental in the study of evolutionary processes of natural selection and genetic drift shaping patterns of phenotypic (co)variation (Lande 1979; Mcguigan 2006). Under the assumption that \( G \) is stable over time, it can be used to predict and reconstruct evolutionary trajectories if selection gradients are known (Lande & Arnold 1983; Schluter 1996; Arnold et al. 2001). While the link between the \( G \) matrix and evolutionary processes is well understood, difficulties in estimating \( G \) for natural populations have hindered the full usage of its potential in evolutionary research. Attempts to overcome the problem have led to heterogeneous methodologies in the estimation and comparison of \( G \) matrices (reviewed in Hofer (1998) and Steppan et al. (2002)). The diversity of the approaches (e.g. analysis of variance, minimum norm and minimum variance quadratic unbiased estimators, restricted maximum likelihood, principal component analyses, dimensionality analyses) has resulted in an inefficient use of data, lack of comparability across studies and difficulties in the biological interpretation (Steppan et al. 2002; Mezey & Houle 2003; Merilä & Björklund 2004).

In the context of evolutionary studies of natural populations, genetic variances were initially estimated by least-squares methods (Falconer & Mackay 1996; Roff 1997; Lynch & Walsh 1998). Subsequently, likelihood-based methods, such as maximum likelihood (ML), restricted maximum likelihood (REML) and Bayesian methods have become preferred, since they can handle arbitrary breeding designs and can account for selection processes or make them ignorable (Shaw 1987; Blasco 2001). Among these, there is an increasing consensus towards the benefits of Bayesian modelling (Shoemaker et al. 1999; Sorensen & Gianola 2002; Beaumont & Rannala 2004), the major advantage being the ability to quantify uncertainty in multivariate problems by assessing the full joint posterior distribution of the model parameters (Gelman et al. 2004). This advantage becomes pronounced if the estimated \( G \) matrix is to be used in further analyses, such as assessing heritability or the response to selection. Once a posterior for \( G \) is available, the distribution of any variable that is a function of \( G \) can be calculated. Bayesian methods also avoid the need for bootstrapping, which is difficult especially in case of arbitrary pedigrees. The choice of a natural resampling unit can be problematic even in case of simple breeding designs (O’Hara & Merilä 2005).

A further advantage of the Bayesian approach relates to confounding variables. If the model includes two explanatory variables that are hard to disentangle from each other, ML methods can be very sensitive to small perturbations in the data. For example, in a study of the rainbow trout (Pante et al. 2002), in one population the effect of dominance was estimated to be zero, and the effect of environmental influences was non-zero. In another population, the effect of dominance was estimated to be non-zero, and the effect of environmental influences was zero. The effect of dominance is often difficult to tease apart from common environmental influences, as full-sibs typically experience the same environment. A Bayesian approach including both effects would give an accurate estimate for the sum of the two variance components, but include wide
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uncertainty in the partitioning of the sum into the two components. The posterior distribution would hence correctly imply that there is variance at the family level, but that there is not much evidence in the data to tell whether the effect comes from dominance or from common environmental effects. Hence, while any statistical method cannot disentangle confounded variance components, a Bayesian approach describes the information content in the data in a robust and intuitive manner.

In spite of the advantages of Bayesian approaches, the usage of Bayesian models for estimation of genetic components is still scarce in the evolutionary context and has been mainly restricted to univariate cases (Pakkasmaa et al. 2003; Palo et al. 2003; Cano et al. 2004; Waldmann 2004). This is in striking contrast with the field of animal breeding, where Bayesian estimation schemes had been developed for multivariate models already more than two decades ago (Gianola & Fernando 1986) and are currently routinely used. The field is still actively developing, much of the current emphasis being in extensions of the multivariate modelling framework, including, e.g. binary and categorical response variables, thick-tailed models, right-ordered Gaussian traits and arbitrary patterns of missing data (Sorensen & Gianola 2002; Korsgaard et al. 2003). As animal breeders are mainly interested in the estimation of breeding values and genetic merit, originally little emphasis was paid to causal components other than additive effects. However, ignoring, e.g. maternal or dominance effects can lead to biased estimates of breeding values (Misztal et al. 1997), and the models used currently in animal breeding allow for the joint estimation of an arbitrary number of causal components. Given the maturity of the methodology developed in the context of animal breeding, the limited use of the Bayesian framework in the evolutionary context is somewhat surprising. With natural populations, there is usually much less data than in animal breeding, hence assessing uncertainty is of especial importance.

In this paper, we illustrate the use of the Bayesian framework by applying it to contrasting study designs common in evolutionary research, using both simulated and real data. With regard to simulated data, we consider a North Carolina II (NC II)-type breeding design and a long-term pedigree structure corresponding to a natural population of Siberian jay. With regard to real data, we consider NC II breeding data on the common frog. We develop a new approach to $G$-matrix comparison by making the point that $G$ represents a multinormal distribution, and by using probability metrics to examine how different the underlying multinormal distributions are between two populations. We illustrate our approach with the common frog data, and compare with earlier results based on common principal component analysis (Cano et al. 2004). We start by noting that the estimation of dominance variance requires the calculation of fraternity coefficients, which are typically approximated by deriving them from the coancestry coefficients. We illustrate how the fraternity coefficients can be easily calculated (up to a given accuracy) using a straightforward simulation approach, and show that the true values can deviate substantially from the approximate ones in case of a long-term pedigree.

2. MATERIAL AND METHODS

We apply the Bayesian framework to contrasting study designs common in evolutionary research (figure 1). The first (figure 1a) is a pedigree of a natural population of the Siberian jay (Perisoreus infaustus), totalling 18 generations and 1092 individuals, with on average at least one great grandparent known for 4.6 generations in the past (Lillandt et al. 2003). As common with natural populations, every generation includes a number of immigrants from outside the study area and hence of unknown origin. The second (figure 1b) is a NC II-type breeding design (Kearse & Pooni 1996), consisting of blocks of sires crossed with dams.

(a) Calculation of coancestry and fraternity coefficients

To estimate the additive and dominance components, coefficients of coancestry and fraternity are required. While fraternity coefficients can be calculated directly for designs such as NC II, simple direct methods lead to approximations in case of complex pedigrees. We illustrate how the correct values of the fraternity coefficients can be easily calculated up to desired accuracy by a straightforward simulation approach, and examine in the case of the Siberian jay pedigree if the true values deviate substantially from the ones obtained by a commonly used direct method.

We denote by $\theta_{ij}$ the coefficient of coancestry, defined as the probability that randomly chosen genes from individuals $i$ and $j$ are identical by descent. The additive genetic relationship matrix $A$ is then defined with elements $A_{ij} = 2\theta_{ij}$. The matrix can be calculated recursively using the formulae, $A_i = 1 + A_{m_i}/2$, $A_{ij} = (A_{m_i} + A_{m_j})/2$, where $m_i$ and $m_j$ refer to mother and father of individual $i$, respectively (Lynch & Walsh 1998). The coefficient of fraternity $\Delta_{ij}$ is defined as the probability that both alleles of individuals $i$ and $j$ are identical by descent. This probability is commonly derived from the coefficients of coancestry by the formula (Lynch & Walsh 1998)

$$\Delta_{ij} = \theta_{m_i} \theta_{f_j} + \theta_{m_j} \theta_{f_i} - \theta_{m_i} \theta_{f_j} \theta_{m_j} \theta_{f_i}.$$  

Equation (2.1) is based on the logic that there are two alternatives by which both genes can be identical by descent. Let us denote by $X$ the event represented by the first term, which is the case if the gene descending from $m_i$ is identical by descent with that descending from $m_i$ (event $X_1$), and if the gene from $f_j$ is identical by descent with that from $f_j$ (event $X_2$). The second term represents event $Y$, in which the genes from $m_i$ and $f_j$ are identical by descent (event $Y_1$), and so are the genes from $f_i$ and $m_j$ (event $Y_2$). However, equation (2.1) is not exact, as it assumes that the four probabilities are independent of each other. To see this, we note first that $\Delta_{ij} = Pr(X \lor Y)$, which can be written as $\Delta_{ij} = Pr(X) + Pr(Y) - Pr(X \land Y)$, out of which equation (2.1) ignores the intersection. Second, $Pr(X) = Pr(X_1 \lor X_2) = Pr(X_1)Pr(X_2|X_1)$ (a similar identity holds for $Pr(Y)$), out of which equation (2.1) ignores the conditional part. As direct recursive methods for the calculation of the exact fraternity values can be very slow for long pedigrees, typically compromises have been made, e.g. using equation (2.1), ignoring dominance connections through great grandparents (Misztal 1997), or including the inbreeding coefficient in the animal model (de Boer & van Arendonk 1992). However, such compromising can be avoided by computing the fraternity coefficients up to a required accuracy using a straightforward simulation.
Continuous and class variables; a matrix of random environmental effects. Here bed distributions effects are assumed to follow the multivariate normal 5 where d denotes outer product (see appendix B in the electronic supplementary material). Let y denote the data available on traits of n animals. Denoting by yj the trait j of individual i, we order y as y = (y1,1,y1,2,...,yn,1,yn,2,...,yn,k-1,yn,k)T and model the data as

\[ y = X\beta + Z_a a + Z_d d + e. \]  

(2.2)

Here \( \beta \) is a vector of fixed effects (which can include both continuous and class variables); \( a \) represents the additive effects; \( d \) the dominance effects; and \( e \) the residual consisting of random environmental effects. \( X, Z_a, \) and \( Z_d \) are (known) incidence matrices. The residual, additive and dominance effects are assumed to follow the multivariate normal distributions

\[ e \sim N(0, V_E \otimes I_n), \quad a \sim N(0, G \otimes A) \quad \text{and} \quad d \sim N(0, V_D \otimes D), \]  

(2.3)

where \( \otimes \) denotes outer product (see appendix B in the electronic supplementary material); \( I_n \) is the \( n \times n \) identity matrix; \( A \) is the genetic additive relationship matrix; \( D \) is the matrix of fraternity coefficients; and \( V_E, G \) and \( V_D \) are the \( k \times k \) variance–covariance matrices of the environmental, additive and dominance effects to be estimated.

In appendix B in the electronic supplementary material, we describe how the posterior distribution of the model can be computed using either Gibbs or Metropolis–Hastings sampling. We implemented these procedures with Mathematica v. 5.2 (Wolfram Research, Inc. 2005), the codes being available from the first author. In the Bayesian framework, priors need to be specified for \( \beta, V_E, G \) and \( V_D \). In what follows, we assume a flat prior for \( \beta \), and either a flat or an inverse Wishart prior for the covariance matrices. For a discussion on the choice of the prior, see Gelman (2006).

Comparison of variance–covariance matrices

A number of methods have been proposed for comparing matrices of genetic (co)variance among populations (Stephan et al. 2002; Blows et al. 2004). Among the most popular methods is common principal component analysis (CPC, Phillips & Arnold 1999), which examines the matrix structure in terms of eigenvalues and eigenvectors. To illustrate, let the \( 2 \times 2 \) matrices \( G_1 \) and \( G_2 \) be estimated for populations 1 and 2, and assume, e.g. that the two matrices have identical first eigenvalues, and that the associated eigenvectors are perpendicular. In this case, one would conclude that the maximal amount of additive variation is the same in the two populations, but the direction of the variation in the phenotypic space is as different as it can be. However, the first eigenvalues do not tell the full story, and the support for this conclusion is actually dependent on the second
eigenvalues. If the second eigenvalues are much smaller than the first ones, the matrices are indeed very differently oriented. But if the second eigenvalues are only a little smaller than the first eigenvalues, the two matrices may actually be very similar. Hence, while the full set of eigenvalues and eigenvectors contains all the necessary information, its biological interpretation can be difficult, especially in case of high-dimensional matrices (Houlé et al. 2002).

In the context of quantitative genetics, a variance–covariance matrix represents a multinormal distribution (or some other probability distribution), and the underlying probability distribution can be considered more fundamental than its representation through the matrix. We suggest that matrices of additive variance can be compared by asking how similar the underlying probability distributions are. To do so, a measure of distance \( d(f, g) \) between two probability distributions is needed. We next derive one such metric by examining to what extent two probability distributions are distinguishable. Let \( f(x) \) and \( g(x) \) denote the densities of two probability distributions on \( \mathbb{R}^d \), and let \( x \) be a random sample drawn from either of the distributions. As the probability that \( x \) would originate from \( g \) is \( g(x)/(f(x) + g(x)) \), the probability of assigning a random draw from \( f \) incorrectly to \( g \) is

\[
q(f, g) = \int_{\mathbb{R}^d} \frac{g(x)}{f(x) + g(x)} f(x) \, dx.
\]

(2.4)

As \( q(f, g) \) is symmetric, it describes also the probability of assigning a random draw from \( g \) incorrectly to \( f \). We note that while performing the integration of equation (2.4) can be difficult in high-dimensional spaces, it is easy to approximate the integral through a Monte Carlo approach. Letting \( \{x_i\}_{i=1}^N \) be a random sample from \( f \), \( q(f, g) \) is approximated by the mean of \( g(x_i)/(f(x_i) + g(x_i)) \) as \( N \to \infty \).

If the probability distributions \( f \) and \( g \) are indistinguishable, it holds that \( q(f, g) = 1/2 \), whereas for completely distinguishable distributions \( q(f, g) = 0 \). Hence, we may define the distance between two probability distributions as

\[
d(f, g) = \sqrt{1 - 2q(f, g)} = \sqrt{1 - \frac{1}{2} \int_{\mathbb{R}^d} \frac{(f(x) - g(x))^2}{f(x) + g(x)} \, dx}^{1/2}.
\]

(2.5)

We have taken the square root to ensure that \( d \) is a proper distance measure, i.e. that it satisfies the triangle inequality \( d(f, g) \leq d(f, w) + d(w, g) \) for any probability distributions \( f \), \( g \), and \( w \) (appendix C in the electronic supplementary material).

We note that our measure \( d \) is actually a special case of distances known as \( f \)-divergences (see Gibbs & Su (2002) for a review of probability metrics). While the metric \( d \) has an intuitive probabilistic interpretation, other probability metrics could be used as well. For the sake of comparison, we consider also the standard \( L_2 \) metric

\[
d_{L_2}(f, g) = \sqrt{\int_{\mathbb{R}^d} (f(x) - g(x))^2 \, dx}.
\]

(2.6)

As we estimate the \( G \) matrix using a Bayesian approach, the uncertainty in the estimate is described through a posterior distribution. To examine the support of two populations having different \( G \) matrices, we first draw two random samples from both populations. Let us denote the two samples from population A by \( G_1^A \) and \( G_2^A \), and the samples from population B by \( G_1^B \) and \( G_2^B \). We next calculate the difference

\[
\Psi_d(A, B) = \left[ d(G_1^A, G_1^B) + d(G_1^B, G_2^B) \right] - \left[ d(G_1^A, G_2^B) + d(G_1^B, G_2^A) \right].
\]

(2.7)

where the first term represents the distances of the matrices within populations, and the second term the same distance between populations. Hence, the statistical support for the two matrices being different (in the sense of distance \( d \) can be evaluated by sampling repeatedly from the two posterior distributions to obtain \( P(\Psi_d(A, B) < 0) \). As variance–covariance matrices and the underlying multinormal distributions (with zero mean) are equivalent, we have simplified above the notation by using \( d \) as the distance between two matrices rather than the distance between two probability distributions.

(d) Generation of simulated data

To examine the performance of the estimation schemes, we constructed a number of simulated datasets. We restrict the analyses here to the univariate case and illustrate the multivariate case in the context of real data (§2e). We consider the two contrasting study designs of the Siberian jay pedigree and the NC II breeding design (figure 1). With respect to the genetic architecture, we consider a two-case scenario in the context of fitness (high dominance (\( = V_D \)) to additive genetic (\( = G \)) variance ratio) versus non-fitness traits (low dominance to additive genetic variance ratio, Merilä & Sheldon (1999)). The idea behind this division is that traits closely linked to fitness, such as life history and sexually selected traits, are assumed to be under strong directional selection, whereas traits more remotely linked to fitness, such as morphological traits, are thought to be under weak directional or stabilizing selection. In the case of the fitness trait, we assume the parameter values \( G = 0.1, V_D = 0.4 \) and \( V_G = 0.5 \), whereas in the case of the non-fitness trait, we assume the values \( G = 0.4, V_D = 0.1 \) and \( V_G = 0.5 \), where \( V_G \) refers to environmental component of variance.

We generated 100 simulated datasets for both parameter sets and for both pedigree types. We estimated the parameters back for each dataset using the Bayesian and REML methods as described in appendix B in the electronic supplementary material. As we assumed a (known) zero mean and did not include any fixed effects, REML is identical to ML and coincides with the maximum posterior likelihood as we assume here a flat prior for the variance components. In case of the Siberian jay pedigree, we assumed that the phenotypic traits of all individuals had been measured, whereas in case of NC II we assumed that phenotypic measurements of the parents were not available.

We assumed the NC II design to consist of 16 blocks consisting of four sires, four dams, and four offspring for each pair, leading to 64 offspring in each such block, and a total number of 1024 offspring. We examined the effect of sample size by estimating the parameters for subsets of \( n \) individuals with measured traits, with \( n = 64, 128, 256, 512 \) and 1024. To examine if and how ignoring dominance variance biases estimates of additive variance, we estimated the parameters using both the full model and a model with additive and residual effects only.

(e) Rana temporaria data

To compare Bayesian and non-Bayesian inferences in case of real data, we reanalysed data on the common frog \( Rana temporaria \). The data (described in Laurila et al. (2002)) consist of a set of NC II breeding designs on two frog populations originating from Kiruna (Northern Sweden) and Lund (Southern Sweden). The two populations live in contrasting environments and are separated by a distance of 1400 km. To examine a possible interaction between
environmental and additive effects, three desiccation treatments were applied at the tadpole phase: control (water level kept constant at 750 ml during the 28-day developmental phase); slow (water level gradually reduced from 750 to 240 ml); and fast (water level gradually reduced from 750 to 62 ml). Cano et al. (2004) used REML to estimate the G matrices (with four traits: development time, body mass, body length and tail length; all log transformed) separately for each of the six datasets (two populations and three treatments) and compared the matrices using Flury’s hierarchical method (Phillips & Arnold 1999). Following Cano et al. (2004), we account for additive, maternal and residual effects but ignore here the dominance effects. The fixed effects include the grand mean, the matrix (the crosses were performed in two 5×5 matrices for both populations) and the block (the tadpoles were placed in six shelves in the laboratory).

Each case consists in principle of 300 individuals (two matrices of five dams × five sires with six offspring for each pair) but some of the data were missing due to unfertilized eggs. Furthermore, some trait values are clear outliers under the assumption of normality. If the outliers are due to measurement error, or due to failure with the treatment of the individual, they should be removed from the data. Another possibility is that the exceptional trait values are not outliers, but they represent natural variation, in which case a fat-tailed model would be more appropriate. To allow for comparison with Cano et al. (2004), we assumed the standard multinormal model and analysed the data with and without the outliers. We considered a trait value an outlier if it was outside the 1–10−5 central probability density of the normal distribution determined by the data (after controlling for fixed effects). This led to sample size of 245 (with two outliers removed), 250 (three), and 248 (two) individuals for the control, slow and fast treatments of the Kiruna population, and 252 (six), 264 (six), 265 (five) individuals for the same treatments of the Lund population.

We assumed an inverse Wishart prior with six degrees of freedom and with the scale matrix 0.01 I, where I is the 4×4 identity matrix. The posterior distributions were sampled using the Metropolis–Hastings algorithm described in appendix B in the electronic supplementary material.

3. RESULTS

(a) Fraternity coefficients

To examine whether the approximations based on equation (2.1) are likely to deviate substantially from the true values in case of a complex pedigree, we calculated the fraternity coefficients for the Siberian jay pedigree using both a simulation approach (appendix A in the electronic supplementary material) and equation (2.1). As illustrated in figure 1c, equation (2.1) gives a good approximation for a subset of pairs of individuals. However, there is another subset for which equation (2.1) gives roughly a twofold overestimate, suggesting high covariation of the events X and Y (see §2a for notation). For some pairs of individuals, equation (2.1) gives an underestimate (figure 1c), hence in these cases we must have Pr(X2|X1) > Pr(X2).

The resolution to disentangle dominance effects from additive effects is determined by the amount of variation in fraternity coefficients not explained by variation in coancestry coefficients. In the case of the NC II design, this is solely due to the presence of full-sibs (with

![Figure 2. Examples of posterior distributions estimated back from computer-generated data. (a) The posterior distribution for the total variance VT=G+VD+VE; the lines (from grey to black) corresponding to sample sizes n=64, 128, 256, 512 and 1024, and (b) the corresponding posteriors of heritability $\hat{G}=G/V_T$. (c) The joint posterior distribution of the relative variance components $G_T$, $\hat{V}_D = V_D/V_T$ and $\hat{V}_E = V_E/V_T = 1 - G - \hat{V}_D$. In (a–c), the circles show the true values used in data generation. The data was generated assuming the Siberian jay pedigree and parameter values corresponding to the non-fitness case. $\Delta_{0.25} = 0.25$, whereas in case of the Siberian jay pedigree the variation is of more or less continuous nature (figure 1d).](http://rspb.royalsocietypublishing.org/)

(b) Simulated data

As expected, the estimated posterior distributions concentrate around the correct values as the amount of data increases (figure 2). There is much less uncertainty in the total amount of variation (figure 2a) than in its division among the variance components (figure 2b,c). Hence, the joint posterior distribution over the variables $G$, $V_D$ and $V_E$ is essentially concentrated on the plane $G+V_D+V_E=\bar{c}$, where $\bar{c}$ is a constant. We note that while the marginal posterior distribution of heritability is close to normally distributed with the larger datasets, this is not the case with
Given the very contrasting natures of the Siberian jay pedigree and the NC II breeding design (figure 1), there is surprisingly little variation in the performance of the estimation schemes between these data structures (figure 3). Both data structures lead to almost identical estimates in case of the fitness trait. In case of the non-fitness trait, the estimates for both additive and dominance variances are somewhat larger for the Siberian jay pedigree than for the NC II breeding design, but even this difference is smaller than variation between replicated datasets. Consistent with the observation of Waldmann & Ericsson (2006), the REML estimates are less biased for small datasets than the posterior means. However, the REML estimates show much more variation among the small datasets (figure 2b). Hence, approximating uncertainty by assuming normality around the REML estimate can lead to a biased assessment in case of limited data.

Ignoring dominance in the estimation process increased the estimates of both additive and residual variance (figure 3c,f). Interestingly, the increase in the estimated additive variance was almost identical between the fitness and non-fitness trait cases, although in the fitness trait case the ignored dominance component was four times greater than in the non-fitness trait case. There was no difference between the Siberian jay and NC II data structures in the overestimation of additive variance, but in the non-fitness trait case there was a slight difference in the overestimation of residual variance.

**Rana temporaria**

Variance–covariance matrices are positive definite and can be viewed as ellipsoids. Such a representation is adopted in figure 4, which illustrates the additive variance–covariance matrices as estimated for the six frog datasets (two populations and three treatments, with the outliers removed). As we considered four traits, the full matrices would correspond to four-dimensional ellipsoids (see appendix D in the electronic supplementary material), out of which figure 4 shows the marginal distribution restricted to two traits (body and tail lengths). More precisely, the ellipses depict for these two traits the 50% quantiles of the underlying multinormal distributions. Hence, the radii of the semi-axes are proportional to the square roots of the eigenvalues, and the directions of the semi-axes are determined by the eigenvectors. We note that in case of univariate analysis, the single eigenvalue would equal to the variance, and thus the radii of the semi-axes are proportional to standard deviations. Uncertainty in the $G$ matrix is not defined simply through confidence around individual matrix elements, but through the joint posterior distribution of the entire matrix (figure 4), including the dependence to other variance components (figure 2c). This allows one to examine matrix structure without the problem of estimation error being biased through possible nonlinear operations.

We will next examine whether the results from the Bayesian framework agree with those of Cano et al. (2004), who based matrix comparisons on REML estimates and the associated standard errors. As an example, Cano et al. (2004) found that in the control treatments, the genetic
correlation between body and tail lengths was negative for the Lund population, but positive for the Kiruna population. The same result is apparent also in figure 4, in which the sign of the correlation is represented by the orientation of the ellipse. The evidence for a negative or positive correlation can be measured in terms of the posterior probability, computed from the posterior density which is based on exploring the entire parameter space. As we can compute posterior distributions for derived quantities such as $\rho_L^2 - \rho_K^2$, we can also assess directly the statistical support for statements such as $\rho_L^2 < \rho_K^2$, giving $P(\rho_L^2 < \rho_K^2) = 0.992$.

To examine differences among the six matrices in a more integrated manner, we summarize in table 1 various measures of matrix similarity. These include the two measures of distance between the underlying probability distributions ($d$ and $d_L$), the leading eigenvalue of the matrix ($\lambda$, measuring the largest dimension of the ellipsoid), the ratio between the first two eigenvalues ($\omega$, measuring the shape of the ellipse determined by the two largest eigenvalues), the angle between the leading eigenvectors ($\alpha$, measuring difference in the orientation of the ellipsoid) and the volume of the ellipsoid ($V$, measuring the total amount of unconstrained variation). All of these measures, except the volume of the ellipsoid, indicated that the $G$ matrices of the two populations differ substantially if measured through the control treatment ($K - c$ versus $L - c$). The reason why the volume failed to indicate a difference is either because there is no such difference or maybe more likely because there is very limited information to estimate the smallest eigenvalues, and hence the prior may play a dominating role. The differences among the other pairs except $K - c$ versus $L - c$ are much less pronounced. While this does not rule out the possibility of identifying more subtle differences (e.g. in individual matrix elements), it illustrates that overall intrapopulation differences between treatments are so small that the data are not sufficient for their reliable quantification.

4. DISCUSSION

In this paper, we have presented a Bayesian framework for evolutionary quantitative genetics. We have examined how estimation techniques commonly used in animal

Figure 4. Posterior distributions of the $G$ matrices estimated for the three treatments of the two frog populations. (a–f) The figures show $2 \times 2$ marginal distributions of the full $4 \times 4$ $G$ matrices, obtained by restricting to the traits body length and tail length. (For all six combinations of trait-to-trait comparisons, see appendix D in the electronic supplementary material.) The ellipses represent the 50% quantiles of the underlying multinormal distribution. The grey ellipse with the semi-axes is the REML estimate and the black ellipses represent a random sample of 50 draws from the posterior distributions.

$\rho_L^2 - \rho_K^2$, we can also assess directly the statistical support for statements such as $\rho_L^2 < \rho_K^2$, giving $P(\rho_L^2 < \rho_K^2) = 0.992$. 

breeding perform with evolutionary data, and illustrated how uncertainty in the \( G \) matrix is quantified through the posterior distribution. We have shown that ignoring dominance effects in the animal model can lead to biased estimates of additive genetic variance, the effect being very similar in contrasting breeding designs. Based on the observation that (co)variance matrices represent a multinormal probability distribution, we have proposed that probability metrics provide a natural approach for comparing overall differences among populations. Finally, we found that approximations commonly used to compute fraternity coefficients can yield biased estimates in complex pedigrees, affecting the estimation of dominance variance.

To elaborate on the potential causes of biased fraternity coefficients, we first note that equation (2.1) mostly tended to give an overestimate (figure 1c), which is the expectation under inbreeding. As an extreme example of this type, consider the four parents of two individuals, and assume that all eight copies of a gene would be identical by descent. Then, the true fraternity coefficient for the two individuals would be one, but equation (2.1) would suggest a value of two, giving a twofold overestimate, and a number that is not a probability. In some cases, equation (2.1), however, predicted an underestimate. This may happen, e.g. if the pedigree has two lines, which are only little related to each other. As a hypothetical example, assume that all genes are identical by descent in all individuals of a line A (originating from a gene A in the ancestral population), and the same (with gene B) holds for a line B of individuals. Then, assume a single mating pair across the two lines, for which the offspring necessarily have one copy of gene A and one copy of gene B. Assume further that the lines A and B continue to be separated, except one mixed individual siring offspring to line B. The gene A may or may not be lost in the subsequent generations of line B. Then consider, in the future generations, the fraternity coefficient between an individual in line A and an individual in line B. If the gene A was lost from line B, both events \( X_1 \) and \( X_2 \) have zero likelihood (for notation, see §2a). If gene A persisted (and invaded) in line B, both \( X_1 \) and \( X_2 \) can have a non-zero likelihood, leading to \( \Pr(X_1|X_1 > X_2) > \Pr(X_1 > X_2) \). While the above examples are of hypothetical nature, the comparison based on the Siberian jay pedigree (with inbreeding coefficient up to 0.25) illustrates that the use of equation (2.1) can lead to substantial bias in case of long-term pedigrees.

In studies of natural populations, the estimation of the \( G \) matrix has been difficult due to the complex hierarchical structure of quantitative genetic models. However, as illustrated here and earlier, especially in the context of animal breeding, Bayesian modelling provides a natural and flexible framework for the estimation of the \( G \) matrix and other components of genetic architecture. The usage of the Bayesian approach provides a number of advantages over the traditional approaches, most importantly the ability to assess uncertainty in a robust way. In other words, we are also able to know what we do not know. This point becomes pronounced in the case of confounded variables. For example, it is well known that without the same parents breeding in different years, having multiple clutches per year, or cross-fostering, it is difficult to disentangle dominance effects from common environmental effects (Pante et al. 2002; Kruuk & Hadfield 2007). In our simulations, we included additive and dominance variance in the same model. As the fraternity coefficient correlates positively with the coancestry coefficient (figure 1d), the posterior distribution implied more certainty on the sum of the variances than on the individual variance components (figure 2). Whether the

---

**Table 1. Pair-wise comparisons between \( G \) matrices estimated for the six datasets.** (The datasets A and B are indexed as \( P=T \), where \( P=K \) (iruna), \( L=\text{und} \) is the population and \( T=\text{c} \) (control), \( s=\text{low} \), \( f=\text{ast} \) is the treatment. The columns 3–6 represent the mean (upper row) and standard deviation (lower row) of the distance \( d \) (equation (2.5)), the associated statistical support \( (Pr|\Psi(A,B)<0) \) (equation (2.7)), and the same quantities based on distance \( d_L \) (equation (2.6)). \( V \) denotes the total volume of the ellipsoid representing the multinormal distribution (for a four-dimensional ellipsoid, \( V=(1/2) \pi^2 r_1 r_2 r_3 r_4 \) where \( r_i \) are the radii of the semi-axes). The leading eigenvalue is denoted by \( \lambda \) and the ratio between the second and first eigenvalues by \( \omega \). \( \alpha \) denotes the mean angle \( 0 \leq \alpha \leq 90 \) between the first and second eigenvectors, and \( \Psi_a \) the associated statistical support (calculated as in equation (2.7)).

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>( d )</th>
<th>( \psi_d )</th>
<th>( d_L )</th>
<th>( \psi_{d_L} )</th>
<th>( P(V_A&lt;V_B) )</th>
<th>( P(\lambda_A&lt;\lambda_B) )</th>
<th>( P(\omega_A&lt;\omega_B) )</th>
<th>( \alpha )</th>
<th>( \Psi_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L-c )</td>
<td>( L-s )</td>
<td>0.60</td>
<td>0.18</td>
<td>261</td>
<td>0.17</td>
<td>0.84</td>
<td>0.25</td>
<td>0.48</td>
<td>59</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L-s )</td>
<td>( L-f )</td>
<td>0.58</td>
<td>0.32</td>
<td>227</td>
<td>0.37</td>
<td>0.32</td>
<td>0.22</td>
<td>0.66</td>
<td>53</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L-c )</td>
<td>( L-f )</td>
<td>0.53</td>
<td>0.38</td>
<td>237</td>
<td>0.33</td>
<td>0.71</td>
<td>0.12</td>
<td>0.67</td>
<td>58</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K-c )</td>
<td>( K-s )</td>
<td>0.55</td>
<td>0.30</td>
<td>234</td>
<td>0.28</td>
<td>0.26</td>
<td>0.70</td>
<td>0.55</td>
<td>24</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K-s )</td>
<td>( K-f )</td>
<td>0.54</td>
<td>0.34</td>
<td>250</td>
<td>0.36</td>
<td>0.34</td>
<td>0.28</td>
<td>0.65</td>
<td>30</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K-c )</td>
<td>( K-f )</td>
<td>0.60</td>
<td>0.13</td>
<td>271</td>
<td>0.11</td>
<td>0.15</td>
<td>0.45</td>
<td>0.70</td>
<td>36</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L-c )</td>
<td>( K-c )</td>
<td>0.66</td>
<td>0.02</td>
<td>297</td>
<td>0.02</td>
<td>0.80</td>
<td>0.99</td>
<td>0.08</td>
<td>65</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L-s )</td>
<td>( K-s )</td>
<td>0.62</td>
<td>0.14</td>
<td>263</td>
<td>0.11</td>
<td>0.23</td>
<td>0.74</td>
<td>0.17</td>
<td>41</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L-f )</td>
<td>( K-f )</td>
<td>0.61</td>
<td>0.11</td>
<td>278</td>
<td>0.09</td>
<td>0.24</td>
<td>0.73</td>
<td>0.17</td>
<td>59</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

larger uncertainty in the individual variance components matters or not depends on the further analyses the posterior is to be used for.

Fully accounting for uncertainty can make a major difference in applications, such as assessing the evolution of the $G$ matrix, or relative roles of selection and drift in phenotypic evolution (Merilä & Björklund 1999). If not assessed through the full joint probability distribution, error can propagate into quantities that depend on the estimate of $G$, misleading the interpretations. This is likely to be the case especially in multidimensional problems, in which the accuracy of the evolutionary relevant characteristics of the $G$ matrix (such as orientation and dimensionality) depends nonlinearly on the individual matrix elements. Indeed, some approaches can lead to structural problems such as non-positive-definite (co)variance matrices, the treatment of which has called for additional ad hoc methods (e.g. bending; Hayes & Hill 1981).

We have developed here an integrated approach for matrix comparisons, which is based on examining how different the underlying multinormal distributions are with respect to a chosen probability metric. Imagine that different the underlying multinormal distributions are matrix comparisons, which is based on examining how differences. This is not saying that the structures of the matrices are necessarily the same, but that there is no conclusive information in the data.

We examined the statistical support for differences among $G$ matrices by comparing the posterior distributions within and between the populations. An alternative for comparing two $G$ matrices would be to parametrize two models, out of which the first one would contain a shared matrix for the two populations, and the second one a unique matrix for each population. In the context of matrix dimensionality, the competing models would be restricted to $G$ matrices of varying ranks. In the REML context, such competing models can be compared using likelihood-ratio tests (Shaw 1987). In the Bayesian framework, an analogous method would be to use Bayes factors or other means of measuring the distance of the data to a competing set of models (Gelman et al. 2004).

The reliability of the estimates of quantitative genetic parameters will be affected not only by the amount of data, but also by the underlying genetic architecture and the structure of the model used for its estimation. Our results confirm the fact that dominance variance is more difficult to estimate than additive variance (Miształ 1997), even without confounding effects common in evolutionary studies (Kruuk & Hadfield 2007). This makes it problematic to assess traits tightly linked to fitness, which are expected to have a higher dominance to variance ratio than non-fitness traits (Merilä & Sheldon 1999). Our simulations illustrated that ignoring dominance resulted in substantially biased estimates of additive genetic variance, irrespective of the underlying genetic architecture of the phenotypic trait. This is in contrast to Misztal et al. (1997), who found in the context of animal breeding (with data from 585 000 individuals) that almost all dominance variance became included in the residual variance. An additional problem with inbred populations is that the fraterniry coefficients given by equation (2.1) can be biased, which can, however, be solved by computing them by the simulation approach proposed here.
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