Local community size mediates ecological drift and competition in metacommunities
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The outcome of competitive interactions is likely to be influenced by both competitive dominance (i.e. niche-based dynamics) and ecological drift (i.e. neutral dynamics governed by demographic stochasticity). However, spatial models of competition rarely consider the joint operation of these two processes. We develop a model based on the original competition-colonization trade-off model that incorporates niche and neutral processes and several realistic facets of ecological dynamics: it allows local competition (i.e. competition within a patch) to occur within communities of a finite size, it allows competitors to vary in the degree of competitive asymmetry, and it includes the role of local migration (i.e. propagule pressure). The model highlights the role of community size, i.e. the number of competitors in the local community, in mediating the relative importance of stochastic and deterministic forces. In metacommunities where local communities are small, ecological drift is substantial enough that strong competitors become effectively neutral, creating abrupt changes in the outcome of competition not predicted by the standard competition-colonization trade-off. Importantly, the model illustrates that, even when other aspects of species interactions (e.g. migration ability, competitive ability) are unchanged, local community size can alter the dynamics of metacommunity persistence. Our work demonstrates that activities which reduce the size of local communities, such as habitat destruction and degradation, effectively compound the extinction debt.

Keywords: community size; competition; metacommunity; neutral; niche; stochasticity

1. INTRODUCTION

In the metapopulation and metacommunity paradigm, competitive interactions occur within patches of habitat among members of the local community, and dispersal links the dynamics of habitat patches (Hanski & Gilpin 1997; Klausmeier & Tilman 2002; Amarasekare et al. 2004; Mouquet et al. 2005). Although the forces shaping the outcome of competitive interactions are unlikely to be entirely deterministic (Tilman 2004; Gravel et al. 2006; Adler et al. 2007; Cadotte 2007; Chase 2007; Adler & Drake 2008; Chase et al. 2009; Ellwood et al. 2009), models of spatial competition often treat the outcome of local competition in a deterministic way, assuming that a superior competitor always achieves victory within a local community, and that local communities are sufficiently large and the rate of competitive exclusion is sufficiently rapid that the effect of demographic stochasticity (i.e. ecological drift) can be ignored (reviewed in Klausmeier & Tilman 2002; Amarasekare et al. 2004; Mouquet et al. 2005). As such, introducing dynamics owing to ecological drift is important for developing a more robust theory of metacommunities, but also because metapopulation and metacommunity models form the basis of several important applied ecological problems, such as the potential for an extinction debt created by habitat destruction (Tilman et al. 1994).

We present a model that explicitly incorporates dynamics owing to ecological drift as well as deterministic dynamics mediated by competitive ability, placed within the context of competition in space. The model is a departure from other spatial models that incorporate stochasticity (Hurtt & Pacala 1995; Gravel et al. 2006; Ruokolainen et al. 2009) in which it focuses on the classic competition-colonization trade-off model and explicitly considers three key ecological parameters in light of niche and neutral processes: the number of individuals competing in a local community (i.e. community size; Hu et al. 2005; Orrock & Fletcher 2005; Gravel et al. 2006; Vellend & Orrock 2009), the rate of arrival of competitor propagules and competitive ability. In addition to providing a framework for understanding the relative importance of ecological drift and competitive ability in affecting a classic model of metacommunity dynamics, the model illustrates how local community size may alter dynamics throughout the entire metacommunity and presents a framework for modelling propagule pressure and the degree of competitive asymmetry among competitors. We also use the model to shed light on important, non-intuitive phenomena relevant to conservation by demonstrating how ecological drift can interact with habitat loss to exacerbate the extinction debt.

2. MATERIAL AND METHODS

The competition-colonization trade-off is one of the most common theoretical mechanisms of spatial coexistence. The basic competition-colonization trade-off model is attributed to Levins & Culver (1971), Hastings (1980) and has been used by many other researchers in various forms (reviewed in Klausmeier & Tilman 2002; Amarasekare et al. 2004; Mouquet et al. 2005). In a two-species model, the dynamics of the superior competitor (species 1) is described by:

\[
\frac{dP_1}{dt} = c_1P_1(1 - P_1 - P_2) - c_1P_1 + c_1P_1P_2, \tag{2.1}
\]
where $P_i$ is the proportion of local communities that contain the superior competitor, colonization rate is $c_1$, and the rate at which local communities of species 1 experience extinction is $e_1$. Inferior competitors occupy $P_2$ of the local communities. The dynamics of the inferior competitor is described by:

$$\frac{dP_2}{dt} = c_2P_2(1 - P_1 - P_2) - e_2P_2 - c_1P_1P_2,$$

(2.2)

where $c_2$ and $e_2$ represent the colonization and extinction rates, respectively, of the inferior competitor. As the final term of these equations indicates, a single propagule of the superior competitor arrives in a patch occupied by the inferior competitor. Hence, the model is often called one of hierarchical competition (Armstrong 1976) or dominance competition (Mouquet et al. 2005), where coexistence occurs as long as the inferior competitor has a colonization rate high enough to allow it to colonize patches, where the superior competitor does not exist.

Armstrong (1976) modified the competition-colonization trade-off model to relax the strict assumption of the competitive hierarchy, such that the successful local exclusion of an inferior competitor by colonizing superior competitors occurs with probability $v_1$, so the dynamics of the superior and inferior competitor become, respectively:

$$\frac{dP_1}{dt} = c_1P_1(1 - P_1 - P_2) - e_1P_1 + c_1P_1P_2v,$$

(2.3)

and

$$\frac{dP_2}{dt} = c_2P_2(1 - P_1 - P_2) - e_2P_2 - c_1P_1P_2v.$$

(2.4)

At equilibrium, the proportion of patches occupied by the superior competitor, species 1, is $P_1^* = 1 - e_1/c_1 - P_2(1 - v)$ and the proportion of patches occupied by the inferior competitor, species 2, is $P_2^* = 1 - e_2/c_2 - P_1(1 + (c_1v/e_2))$.

Although this approach has the intuitive advantage of not assuming that the superior competitor can always replace the inferior competitor, it simplifies dynamics by assuming that the probability of victory is arbitrarily determined. There is no change in the probability of victory as a function of local community size, because of the input of propagules of each competitor, or because of stochastic events during competition. Although empirical data suggest that both niche and neutral processes can occur within the competition-colonization trade-off (Cadotte 2007), the classic model has no mechanism for jointly considering the role of niche versus neutral processes.

To incorporate the effects of ecological drift, we extend Armstrong’s (1976) model such that the probability of competitive exclusion (i.e. victory) in a local community becomes a function of the frequency of the invader, the competitive advantage of the invader and the likelihood that an invader will eventually obtain victory in a local community. The effect of these three components on the probability of victory can be simultaneously considered using the equation of Kimura (1962), which provides a mean-field approximation to the probability of fixation of a novel allele in a single-species population. This approximation is widely used in population genetics because it provides a robust method for incorporating stochastic genetic drift and deterministic selection to understand the likelihood that one allele will replace another, and it performs well under a wide array of situations (e.g. Otto & Whitlock 1997; Orrock 2005). Our implementation of Kimura’s (1962) approximation assumes that the dynamics of competitive exclusion within a local community are rapid with regard to metacommunity dynamics between patches, an assumption we share with the classic competition-colonization trade-off as well as many other metacommunity models (reviewed in Klausmeier & Tilman 2002; Amarasekare et al. 2004; Mouquet et al. 2005).

The robustness of this approach for modelling local competition has been demonstrated using simulations as well as comparisons of this approach dynamics using the classic Lotka–Volterra model (Orrock & Fletcher 2005); additional details regarding the use of genetic models for examining ecological competition can be found in Vellend & Orrock (2009).

In Kimura’s equation, the probability of fixation of a novel allele in a single-species population is $(1 - \exp(-2Np))/ (1 - \exp(-2Ne))$, where $p$ is the frequency of the allele, $s$ is its selective advantage and $Ne$ is effective population size. If $f_s$ represents the effective size of each local community, i.e. the total number of individuals competing in each local patch (Hu et al. 2005; Orrock & Fletcher 2005; Gravel et al. 2006), the likelihood that the arriving propagules of a superior competitor will eventually exclude the resident inferior competitor is:

$$v = \frac{1 - \exp(-2f_s (f_1/(1 + f_1)))}{1 - \exp(-2f_s)},$$

(2.5)

where $s$ is the competitive advantage of the superior competitor and $f_s$ represents the number of individuals of species $i$ that enter a local community as a fraction of community size. If emigrants do not reduce the number of individuals in the communities they leave, i.e. surplus migrants (Amarasekare et al. 2004), as implied in the classic competition-colonization trade-off models (Levins & Culver 1971; Hastings 1980), the frequency of propagules of the superior competitor arriving in each local patch is equivalent to $f_1/(f_1 + 1)$. This simplification is possible because the local abundance of the resident species will not be reduced by emigration and the resident species is assumed to completely occupy the local community (i.e. all individuals in the community are the resident species prior to colonization by the invader), such that $f_2$ equals unity. For example, if $f_s = 100$ and 10 propagules of the superior competitor colonize each local community that is filled with $f_s$ propagules of the inferior competitor, then $f_1 = 100/100 = 0.1$ and $f_2 = 100/100 = 1$, such that the relative frequency of species 1 propagules in the local community is $10/(10 + 100) = 0.1/(0.1 + 1)$, which is equivalent to $f_1/(f_1 + 1) = 0.091$. If $z$ represents the local relative frequency of species $i$, that is, $z_i = f_i/(f_1 + 1)$, then $s$ describes the change in the local relative frequency of the superior competitor with each time step $t + 1$, such that $z_{i,t+1} = z_i(1 + s)/(z_1(1 + s) + z_2)$, directly analogous to the change in the frequency of an allele with selective advantage $s$ in a population.

This formulation models competition in relative terms, such that the value of $s$ is only represented for the superior competitor (i.e. the value of $s$ for the inferior competitor is zero).

Combining equations (2.3) and (2.4) with equation (2.5) shows that the dynamics of the superior and inferior
competitors become, respectively:
\[
\frac{dp_1}{dt} = c_1 p_1 (1 - p_1 - p_2) - c_1 p_1 \\
+ c_1 p_1 p_2 \left( \frac{1 - \exp(-2f_j s(f_i/(1 + f_i)))}{1 - \exp(-2f_j s)} \right)
\]

and
\[
\frac{dp_2}{dt} = c_2 p_2 (1 - p_1 - p_2) - c_2 p_2 \\
- c_1 p_1 p_2 \left( \frac{1 - \exp(-2f_j s(f_i/(1 + f_i)))}{1 - \exp(-2f_j s)} \right).
\] (2.6)

As expected, when species 2 is not present or when the right-hand term in equations (2.6) and (2.7) approaches 1, the equilibrium for species 1 becomes equivalent to the solution of the competition-colonization trade-off with hierarchical competition, i.e. \( p_1^* = 1 - c_1 / c_i \), and \( p_2^* = 1 - c_2 / c_2 - p_1 (1 + c_2 / c_1) \) (figure 1). Similarly, when the right-hand term in equations (2.6) and (2.7) approaches 0, the model outcome converges on the dynamics of the model of local founder control (figure 1).

The model can be modified to examine the role of community size, propagule pressure and competitive ability in affecting the outcome of the 'extinction debt', an extension of the original competition-colonization trade-off model that illustrates how superior competitors are expected to go extinct with smaller amounts of habitat destruction because they are expected to have reduced colonization rates or greater mortality rates than inferior competitors (Tilman et al. 1994, 1997). If \( D \) represents the proportion of patches destroyed in the landscape, the proportion of empty and available patches represented by \((1 - p_1 - p_2)\) in equation (2.3) becomes \((1 - D - p_1 - p_2)\). At equilibrium, the occupancy of both species is reduced by habitat destruction, such that the new equilibria become:
\[
P_1^* = 1 - D - \frac{c_1}{c_1} \\
- p_2 \left( \frac{1 - \exp(-2f_j s(f_i/(1 + f_i)))}{1 - \exp(-2f_j s)} \right)
\]

and
\[
P_2^* = 1 - D - \frac{c_2}{c_2} \\
- p_1 \left( 1 + \frac{c_1}{c_2} \frac{1 - \exp(-2f_j s(f_i/(1 + f_i)))}{1 - \exp(-2f_j s)} \right).
\] (2.8)

To determine the amount of habitat destruction required for the superior competitor to go extinct, we simplify notation of equations (2.8) and (2.9) by using \( v \) to represent the term for the probability of competitive exclusion (the inner-most right-hand term) and solve for \( D \).

3. RESULTS
The model clearly demonstrates how local community size \((J)\), competitive ability \((s)\) and propagule pressure \((f)\) can act alone or in concert to determine the dynamics of metacommunity persistence and extinction. As local communities become larger, superior competitors are less likely to be lost owing to ecological drift when rare, and model dynamics increasingly resemble the original competition-colonization trade-off model with hierarchical competition-colonization trade-off model with hierarchical competition.
intrinsic characteristics of the competitors themselves and can create changes in coexistence even when the species are strong competitors (figure 2). As the strength of competition increases, inferior competitors are more likely to secure a fraction of the patches with superior competitive ability (figure 3). However, when local community size is small, competitive superiority becomes less important, as small community sizes render competitors effectively neutral via the increased importance of ecological drift, creating abrupt thresholds in metacommunity dynamics where inferior competitors become increasingly represented and may readily exclude superior competitors (figures 1 and 2). Community size also alters the region in parameter space where coexistence is possible (figures 1 and 2). Competitive ability affects the proportion of patches occupied by each species at equilibrium: when the species are strong competitors (dashed line), a species is extinct when its equilibrium is zero. (a,c) Low propagule pressure of the superior competitor corresponds to $f_1 = 0.01$; (b,d) high propagule pressure corresponds to $f_1 = 0.1$. (a,b) Weak competition is modelled as $s = 0.01$; (c,d) strong competition is modelled as $s = 0.1$. All other parameters are identical among panels ($c_1 = 0.2$, $c_2 = 0.8$, $e_1 = e_2 = 0.1$).

**Figure 2.** The effect of competitive interactions and migrant frequency (i.e. propagule pressure) depend upon local community size. Each panel presents the proportion of patches occupied at equilibrium by superior competitors (solid line) and inferior competitors (dashed line); a species is extinct when its equilibrium is zero. (a,c) Low propagule pressure of the superior competitor corresponds to $f_1 = 0.01$; (b,d) high propagule pressure corresponds to $f_1 = 0.1$. (a,b) Weak competition is modelled as $s = 0.01$; (c,d) strong competition is modelled as $s = 0.1$. All other parameters are identical among panels ($c_1 = 0.2$, $c_2 = 0.8$, $e_1 = e_2 = 0.1$).

In terms of the extinction debt, the superior competitor is expected to go extinct at smaller values of $D$, because the inferior competitor is expected to have superior colonization abilities. This is illustrated by the solution to the original extinction debt model, such that extinction of the superior competitor occurs whenever $D > 1 - e_1/c_1$ (Tilman et al. 1994). From equations (2.8) and (2.9), we find that $D_1 = 1 - e_1/c_1 - P_2(1 - v)$ for the amount of habitat destruction required to drive the superior species extinct, and $D_2 = 1 - e_2/c_2 - P_1(1 + c_1 v/c_2)$ for the amount of habitat destruction required for the inferior species to be driven extinct. This indicates that, as long as $P_2 > 0$ and $v < 1$, the amount of destruction needed to ensure extinction of the superior competitor in this model will always be less than the amount of destruction required under the classic extinction debt model (figure 3). The amplification of the extinction debt increases whenever small community size, low propagule pressure or low competitive ability renders competitors effectively neutral. Under these conditions, the extinction of superior competitors is hastened because they suffer not only from reduced ability to locate local communities, but they are also less likely to exclude inferior competitors in local communities that they do colonize (figure 3).

4. DISCUSSION

The outcome of competition is likely to be determined by the simultaneous operation of both competitive (niche-based) and stochastic (neutral) forces (e.g. Tilman 2004; Gravel et al. 2006; Leibold & McPeek 2006;
panels (line); a species is extinct when its equilibrium is zero. In competitors (solid line) and inferior competitors (dashed portion of patches occupied at equilibrium by superior competitor (J. L. Orrock & J. I. Watling 2006) between niche- and neutral processes, identifying characteristics that affect the position along the continuum is fundamental to understanding competitive dynamics. The key contribution of the model we develop is to demonstrate how a simple feature of ecological communities, i.e. community size, provides a mechanism capable of mediating the relative role of stochastic and deterministic processes and positioning an interaction along the continuum. We find that the role of chance is larger in smaller communities, which benefits weaker competitors (and stronger colonizers) over stronger competitors (and weaker colonizers). We further extend the model to incorporate other realistic elements of ecological interactions, such as differences in propagule supply and differences in competitive ability, into a single model framework.

(a) Coexistence and metacommunity dynamics

The model illustrates that inferior competitors may secure victory in a fraction of local communities solely because ecological drift removes superior competitors, i.e. even strong competitive asymmetries can be rendered nearly neutral by the considerable ecological drift present in small local communities (figure 2). This result has several important implications for metacommunity dynamics. First, it suggests that conditions for persistence can differ even when the intrinsic characteristics of competitors themselves do not change, because community size dictates whether competitive ability or ecological drift is more important for determining the outcome of local competition. Second, it suggests that species which are characterized by high colonization and poor competitive ability, i.e. fugitive species, would be especially likely to persist in situations where they encounter superior competitors in small local communities, highlighting a novel axis of coexistence: fugitive species need not be fugitives from all competitive interactions, they need only be fugitives from the deterministic exclusion that occurs in large local communities.

The model also demonstrates how community size, propagule pressure and differences in competitive ability can mediate the importance of particular metacommunity paradigms (Leibold et al. 2004) for characterizing community dynamics. For example, if local communities are large, metacommunity dynamics may be primarily governed by species sorting and patch dynamics, because any differences in competitive ability (i) among species will lead to deterministic exclusion of the inferior competitor in each local community (i.e. species sorting) and the persistence of the inferior competitor will rely entirely upon the colonization of competition-free local communities (i.e. patch dynamics). However, if community size is small, the same metacommunity may shift to being governed primarily by neutral dynamics (figure 2) because ecological drift in small communities effectively makes ecological drift a more important factor. In this case, even high rates of propagule input, f, can promote persistence of inferior competitors that would otherwise be eliminated (figure 2). Moreover, community size and propagule input may interact (figure 2) because the same absolute number of colonists will occupy a greater proportion of a small local community, increasing the likelihood of victory by increasing frequency within the local community (figure 2). This effect would be further exaggerated because small community size increases the role of drift, where the outcome of competition is more dependent upon frequency. As a result, phenomena that may

Figure 3. The synergistic influence of habitat degradation (i.e. reducing local community size, J_c) and habitat destruction (the proportion of patches destroyed, D) on coexistence. Panels (a, J_c = 800) and (b, J_c = 1500) illustrate the stochastic competition-colonization trade-off for different values of local community size. Panel (c) illustrates effect of habitat destruction under hierarchical competition used in the original extinction debt model (the outcome is analogous to the stochastic competition-colonization trade-off model with J_c approaching infinity). Each panel presents the proportion of patches occupied at equilibrium by superior competitors (solid line) and inferior competitors (dashed line); a species is extinct when its equilibrium is zero. In panels (a) and (b), f_1 = 0.01 and s = 0.05. In all panels, \( c_1 = 0.2, c_2 = 0.8 \) and \( e_1 = e_2 = 0.1 \).
simultaneously alter local community composition and competitor frequency, such as predators (Orrock et al. 2008; Chase et al. 2009), may have an important bearing on the outcome of competition.

(b) Applied implications: the extinction debt and biological invasions

An important implication of the competition-colonization trade-off model with hierarchical competition is that superior competitors may be more susceptible to habitat loss, leading to the `extinction debt' (Tilman et al. 1994, 1997). However, habitat loss also creates smaller, often lower-quality patches of habitat, i.e. habitat loss is likely to also reduce the size of local communities by reducing the number of individuals a patch of habitat can support. Other anthropogenic impacts, such as climate change and overexploitation, are also likely to reduce the size of local communities. As the model demonstrates, this reduction in community size would be expected to reduce the number of local communities captured by superior competitors, effectively exacerbating the extinction debt for superior competitors (figure 3). This synergistic effect is expected to become greater with smaller local communities, decreased frequencies of the superior competitor and lower competitive asymmetries (figure 3). Importantly, habitat destruction, habitat degradation and a reduction in landscape connectivity are all likely to be underway in contemporary landscapes, and the model suggests that these changes are likely to interact, creating extinctions of superior competitors in excess of those predicted by the extinction debt alone (figure 3).

The model has implications for biological invasions via at least two mechanisms, and may interact with changes caused by habitat destruction and fragmentation. First, species that successfully invade are often characterized by high rates of propagule input (Lockwood et al. 2005). As our model demonstrates (figure 2), high rates of propagule input, especially when coupled with small local communities, provide a mechanism whereby inferior competitors might enter resident communities and potentially exclude residents; for a non-spatial case, see Vellend & Orrock (2009). Second, habitat degradation and fragmentation may promote the establishment of local invaders by reducing the size of local communities and/or reducing the input of resident species into local communities (f): even if they are inferior competitors relative to resident native species, inferior exotic organisms may be likely to succeed via ecological drift alone when local communities have been reduced in size and the frequency of resident propagules has been reduced. This mechanism of invasion may work in concert with other effects of habitat fragmentation that promote invasion (Didham et al. 2007). For example, habitat degradation and patch loss can interact to eliminate superior native competitors (figure 3), and release of exotic species from natural enemies in the introduced range could reduce the competitive asymmetry between native and exotic species, requiring smaller changes in local community size to render competitors nearly neutral (figure 2).

(c) Future directions

The model highlights how community size, propagule pressure and competitive asymmetries may play an important role in the dynamics of persistence. As with the majority of metacommunity models (Klausmeier & Tilman 2002; Amarasekare et al. 2004; Mouquet et al. 2005), our results are applicable to metacommunities where all patches are the same constant size and the dynamics of local competition occur more quickly than the dynamics of movement between local communities. In reality, the distribution of patch sizes is likely to vary, rates of competitive exclusion may not operate on such rapid time scales, and evolutionary processes may contribute to competitive dynamics (Urban & De Meester 2009). Moreover, competitive interactions may depend upon complex local interactions among colonizing and resident species, and understanding the relative importance of these interactions in light of community size effects is important. However, we emphasize that an interesting generality of the model is that the implications of local community size for ecological drift should extend to any model of local competition (e.g. resource competition), where stochastic forces are allowed to operate (see Orrock & Fletcher (2005) for an example using the Lotka–Volterra model of local competition). Although metacommunity models rarely consider the role of community assembly, both community composition and evolutionary dynamics may depend upon community size (Fukami 2004; Fukami et al. 2007), which can have overwhelming effects on the outcome of local competition (figure 2), especially in growing communities (Orrock & Fletcher 2005). Stochastic metacommunity models that incorporate temporal variation in species introduction and temporal changes in local community size, i.e. environmental stochasticity (Adler & Drake 2008), are also needed to more fully characterize the contribution of niche versus neutral processes to ecological interactions in space.
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