Viability selection prior to trait expression is an essential component of natural selection
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Natural selection operates throughout the life cycle of an organism. Correlative studies typically fail to consider the effects of viability selection prior to trait expression. A 3-year field experiment on the wildflower *Mimulus guttatus* demonstrates that this unmeasured component of selection can be very strong. As in previous studies, we find that fecundity is positively related to flower size. However, survival to flowering is much lower in large-flowered genotypes than in small-flowered genotypes. Aggregating viability and fecundity, lifetime fitness through female function generally favoured smaller flowered genotypes. This result differs from the great majority of field studies, which suggest strong positive selection on flower size. It has important cautionary implications for studies of natural and sexual selection on adult characters generally, in both plants and animals.
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1. INTRODUCTION

Measuring natural selection in wild populations is a major endeavour for evolutionary biologists. Since the publications of Lande (1979) and Lande & Arnold (1983), estimates of natural selection on behavioural, morphological, physiological and life-history traits have accumulated from many taxa (Endler 1986; Kingsolver et al. 2001). This abundance of data permits testing of broad taxonomic hypotheses. For example, strong positive correlations between body size and fecundity have been documented in many species (Kingsolver & Pfennig 2004). Interpreted literally, these estimates suggest a mechanism for Cope’s rule (the tendency for lineages to evolve larger body size over time; Cope 1896; Bonner 1988).

In plants, many studies have considered selection on flower size. The survey of Kingsolver et al. (2001) includes nine estimates, seven of which indicate significant positive directional selection on flower size. Moreover, the review of Kingsolver et al. (2001) includes only a fraction of the abundant literature suggesting that natural selection favours larger flowers (e.g. Medel et al. 2003; Armbruster et al. 2005; Wright & Stanton 2007; Sandring & Agren 2009). Despite apparently overwhelming directional selection for larger flowers, populations retain high genetic variation in flower size. Artificial selection can greatly increase mean flower size (Worley & Barrett 2000; Lendvai & Levin 2003; Delph et al. 2004; Lehtila & Brann 2007; Kelly 2008), indicating that natural populations are not at maximum values for this trait.

The majority of estimates for natural selection come from correlative studies. Generally, investigators identify individuals within a field population, measure traits and then monitor these individuals to determine their reproductive success. Natural selection is inferred from the association of trait values (e.g. flower size) with reproductive success (e.g. seed set). The overall selection on a quantitative trait is most naturally estimated as $S$, the selection differential (Falconer & Mackay 1996), which equals the covariance of trait values with relative fitness (typically positive for flower size). $S$ includes both direct selection on the measured trait, as well as indirect selection on correlated traits. Many studies report selection gradients, which describe the ‘direct selection’ on a character. Selection gradients are the partial regression coefficients obtained when a fitness component is regressed on multiple traits simultaneously (Lande & Arnold 1983). Like selection differentials, flower size gradients are usually positive. However, there is greater variability in estimates for these quantities. Selection gradients on floral size measurements depend strongly on the identity of other plant traits that are included in the multiple regression (see §4).

While the correlative approach is straightforward and broadly applicable, selection estimates are prone to several well-known biases (Mitchell-Olds & Shaw 1987; Wade & Kalisz 1990; Rausher 1992; Willis 1996). Direct interpretation of correlative estimates requires that included individuals are a random sample of the population. To be included in the calculation of a selection differential or gradient, an individual must express the trait and then yield an estimate for fitness. Individuals who die before expressing the trait (e.g. before flowering) will be excluded. If the likelihood of flowering is correlated with the ‘latent’ value for the trait—formally, the genotypic value for the trait (Falconer & Mackay 1996)—then a component of selection is missed. Grafen (1988) referred to this population of individuals who die before expressing the trait of interest as the ‘invisible fraction’.

The difficulty in detecting viability selection prior to trait expression is relevant to any correlative selection analysis of adult traits. However, the quantitative importance of this effect is not widely appreciated. Bennington & McGraw (1995) showed that selection on
plant height of jewelweed is significantly altered when the invisible fraction is taken into account. Sinervo & McAdam (2008) assessed the survival of side-blotched lizards before sexual maturity and revealed non-random mortality prior to clutch-size expression. Hadfield (2008) recently considered a variety of invisible fraction scenarios, and questioned whether any non-manipulative method can accurately estimate selection when individuals die before trait expression.

Here, we describe a genotypic manipulation experiment demonstrating that viability selection on the invisible fraction can be strong enough to completely reverse the overall direction of selection. The focus of our work is Mimulus guttatus (yellow monkeyflower). Research on this species is a substantial component of the flower size/natural selection literature. At least six previous studies report estimates from a multitude of populations and years of study (Fenster & Ritland 1994; Willis 1996; van Kleunen & Ritland 2004; Hall & Willis 2006; Fishman & Willis 2008; Murren et al. 2009). In all cases, the overall selection on floral size traits appears to be significantly, and often strongly, positive.

We employ a field transplant experiment of small-, medium- and large-flowered genotypes of M. guttatus to estimate both viability and fecundity selection on flower size. This approach allows us to ‘visualise’ the invisible fraction through prior knowledge about the phenotypes of the transplanted individuals. As expected from previous studies, we find that viability is positively related to flower size among adult plants. However, the genotypic transplant allows us to estimate the relative viability of flower size genotypes prior to expressing the trait in the field. We find that viability is negatively related to the genotypic value for flower size. When survivorship and female reproductive success are both taken into account, natural selection generally favours smaller flowers.

2. MATERIAL AND METHODS

(a) Study system

The yellow monkeyflower, M. guttatus (Phrymaceae), is a self-compatible, mostly outcrossing, monoecious plant that inhabits a wide range of habitats from alpine (annual) to coastal (perennial). The study was carried out from 2007 to 2009 within a single annual alpine population at the Browder Ridge site in the Iron Mountain range of central Oregon (Willis 1996). Mimulus guttatus). Browder Ridge is close to the Iron Mountain ridge (source population) and experiences approximately the same climatic environment. Any transplants that died within a week of transplant were replaced to reduce the effect of transplant shock on survivorship data. We monitored transplants subsequently and recorded the day when the first flower opened (flowering time) and measured corolla width in millimetres using a steel ruler. At the end of the growing season (mid-July), we collected and counted all the seeds produced by each flowering plant.

(c) Estimation of phenotypic selection on flower size

We used corolla width as our measure of flower size. After square-root transformation, this variable is normally distributed within genotypic classes and has been used in previous studies (Kelly 2008 and references therein). For all plants that flowered, we estimated the effects of genotype, year and their interaction on corolla width using a two-way ANOVA (normal residuals). Generalized linear models were used to assess year and genotype effects on survivorship and seed counts. For survivorship, the response variable is dichotomous (0/1) and we used the standard Logit link function. Seed number of surviving plants (fecundity) was highly right-skewed and we employed an overdispersed Poisson model with the Log link function. We used the same statistical model for total female fitness, which is the seed production of all transplants (including zero values for plants that died before flowering). Finally, we also used the Poisson model for the regression of fecundity onto observed flower sizes with the year included as a categorical predictor. The estimates from this model yield a selection gradient for corolla width. These analyses were conducted using JMP v. 8 (SAS Corporation).

3. RESULTS

(a) Phenotypic variation among flower size genotypes

The significant differences in flower size among low, control and high genotypes that had been previously documented in the greenhouse (see table 2 of Kelly 2008) were reitered in the field (F_{2,580} = 157.3, p < 0.001). Across years, the estimated mean corolla width was 2.96 among lows (s.d. = 0.34, n = 406), 3.55 among controls (s.d. = 0.40, n = 153) and 4.30 among highs (s.d. = 0.51, n = 30). The phenotypic distribution
of control plants is representative of the ancestral Iron Mountain population and the native plants at Browder Ridge. Relative to the control distribution, the mean floral size of high plants was about 1.9 s.d. greater than the control mean, while the mean floral size of the lows was about 1.5 s.d. less (figure 1a).

(b) Viability and fecundity selection on flower size

Death owing to transplant shock was low across years and unrelated to genotype. After transplant establishment, mortality was uniformly low for all genotypes until the final ‘dry down’ in each field season. All plants eventually desiccated as snowmelt diminished, although the interval of this final drought differed among years (20–30 July in 2007, 5–15 August in 2008 and 25 July to 4 August in 2009). However, the number of plants that matured fast enough to flower and set seed varied greatly with genotype and year. Across years, survivorship to flowering of low genotypes was 12-fold higher than that of high genotypes (figure 1b). Control genotypes consistently showed intermediate survivorship to flowering. Likelihood ratio tests confirm the significant viability effects of genotype ($\chi^2 = 486.6$, d.f. = 2, $p < 0.001$), of year ($\chi^2 = 68.0$, d.f. = 2, $p < 0.001$) and of genotype-by-year interaction ($\chi^2 = 29.6$, d.f. = 4, $p < 0.001$). Despite the interaction, the rank order of genotypes was consistent across years (low survivorship > control > high).

Among plants surviving to flower, fecundity was positively related to flower size genotype (figure 1c; $\chi^2 = 8.25$, d.f. = 2, $p = 0.016$). There was also a large effect of year ($\chi^2 = 59.0$, d.f. = 2, $p < 0.001$). The genotype-by-year interaction was non-significant and dropped from the model. The combined effects of viability and fecundity were evaluated by considering total seed production per transplant (table 1). There were significant effects of genotype ($\chi^2 = 39.3$, d.f. = 2, $p < 0.001$) and year ($\chi^2 = 112.7$, d.f. = 2, $p < 0.001$) on this measure of total female fitness. The interaction was non-significant and was excluded from the model, but the rank order of estimated genotype means for total fitness was not completely consistent across years. The high genotype was always lowest, but control had the highest mean in 2009 (table 1).

The relationship between observed flower sizes and fecundity is illustrated in figure 2. The Poisson regression model estimates expected seed set as $C \times \exp(0.93z)$, where $z$ is the corolla width (square-root transformed) and $C$ is a constant dependent on year. The positive relationship is highly significant: $\chi^2 = 54.0$, d.f. = 1, $p < 0.001$. The univariate selection gradient (i.e. the linear regression of relative fitness onto trait value) is 0.93. Gradients can be standardized in a variety of ways (Hereford et al. 2004) given the trait mean ($\bar{z} = 3.18$) and standard deviation ($s_z = 0.217$ after factoring out differences among years). The variance–standardized gradient is $(0.217)/(0.93) = 0.23$. The mean–standardized gradient is $(3.18)/(0.93) = 3.46$. These values are comparable to gradient estimates from other plants and animals for size-related traits (see figs 1 and 2 of Kingsolver & Pfennig 2004; fig. 3 of Hereford et al. 2004).

4. DISCUSSION

(a) Seeing the invisible fraction

Figures 1 and 2 demonstrate the potentially dominant effects of selection on the invisible fraction: the collection of individuals that die prior to trait expression (Grafen 1988). Viability and fecundity selection on flower size were conflicting in each of the three years of the study, but only the latter process would be evident in a correlative study of natural selection. We observed a strong
The positive relationship between fecundity and flower size (figure 2), a result consistent both with the extensive field data from this species and from flowering plants generally (§1). However, here we were also able to measure pre-flowering selection by using genotypic groups known a priori to differ in flower size. The mortality data (figure 1b) identifies strong viability selection prior to trait expression. The invisible fraction is composed disproportionately of large-flowered genotypes that did not mature fast enough to reach flowering. As a consequence, the overall direction of selection was usually for smaller flowers (table 1). Given that the intrinsic features of the invisible fraction are usually unknown, the conclusion that natural selection habitually favours larger flowers should be viewed with caution.

In this experiment, the differential mortality of flower size genotypes was determined by differences in development rate. Across genotypes, mortality was minimal until the terminal drought period in each year. During this drought interval, all plants died. Survivorship to flowering was highest for low genotypes because they mature faster than control genotypes. Control genotypes reach flowering faster than high genotypes. Across years, mean time to first flower was 45.1 days for lows (s.d. = 17.0, \( n = 424 \)), 55.9 days for controls (s.d. = 15.3, \( n = 170 \)), and 68.6 days for highs (s.d. = 16.1, \( n = 31 \)). Flower size exhibits a positive genetic correlation with time to flower mainly because plants that delay flowering have greater vegetative biomass when they do flower (see fig. 6 of Kelly 2008). Larger flowers have greater reproductive capacity, producing more pollen and more ovules (Kelly 2008; Lee 2009), and may also recruit more pollinators (Martin 2004; Sandring & Agren 2009). However, the delay in flowering associated with larger flower size can be costly in alpine field sites such as Browder Ridge where the availability of water diminishes over the season and drought is the primary cause of mortality.

The fact that flower size is a direct function of body size in annual monkeyflowers suggests a broader relevance of these results. Strong positive correlations between body size and fecundity are frequently observed in both plants and animals (Kingsolver & Pfennig 2004), but there are several reasons why the overall direction of selection may favour small or intermediate size. Most relevant to the present study is the increased mortality of juveniles owing to longer development. In animals, longer development means elongated exposure to predation, parasitism or starvation before reproductive maturity (Blackenhorn 2000). Also, mate attraction traits are often correlated with adult size and such traits routinely exhibit strong positive correlations with mating success (Hews 1990; Grether 1996; Preziosi & Fairbairn 1996; Burrowes 2000). However, if attraction traits are genetically correlated with development time, then viability selection on the invisible fraction might impede sexual selection. At the very least, a failure to account for pre-adult viability can lead to a misleading characterization of natural selection.

### Table 1. The average seed set of each *Mimulus guttatus* genotype in each year of study is given (\( n \) is the sample size, s.e.m. is the standard error of the mean and s.d. is the standard deviation).

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Year</th>
<th>Mean</th>
<th>S.E.M.</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>2007</td>
<td>3.66</td>
<td>0.65</td>
<td>10.46</td>
</tr>
<tr>
<td>Control</td>
<td>2007</td>
<td>1.08</td>
<td>0.49</td>
<td>6.15</td>
</tr>
<tr>
<td>High</td>
<td>2007</td>
<td>0.01</td>
<td>0.01</td>
<td>0.12</td>
</tr>
<tr>
<td>Low</td>
<td>2008</td>
<td>23.70</td>
<td>3.33</td>
<td>54.62</td>
</tr>
<tr>
<td>Control</td>
<td>2008</td>
<td>17.57</td>
<td>3.68</td>
<td>59.02</td>
</tr>
<tr>
<td>High</td>
<td>2008</td>
<td>6.25</td>
<td>2.50</td>
<td>37.36</td>
</tr>
<tr>
<td>Low</td>
<td>2009</td>
<td>3.82</td>
<td>0.81</td>
<td>9.91</td>
</tr>
<tr>
<td>Control</td>
<td>2009</td>
<td>5.61</td>
<td>1.57</td>
<td>19.22</td>
</tr>
<tr>
<td>High</td>
<td>2009</td>
<td>1.27</td>
<td>0.74</td>
<td>9.02</td>
</tr>
</tbody>
</table>

The invisible fraction is composed disproportionately of large-flowered genotypes that did not mature fast enough to reach flowering. As a consequence, the overall direction of selection was usually for smaller flowers (table 1). Given that the intrinsic features of the invisible fraction are usually unknown, the conclusion that natural selection habitually favours larger flowers should be viewed with caution.

In this experiment, the differential mortality of flower size genotypes was determined by differences in development rate. Across genotypes, mortality was minimal until the terminal drought period in each year. During this drought interval, all plants died. Survivorship to flowering was highest for low genotypes because they mature faster than control genotypes. Control genotypes reach flowering faster than high genotypes. Across years, mean time to first flower was 45.1 days for lows (s.d. = 17.0, \( n = 424 \)), 55.9 days for controls (s.d. = 15.3, \( n = 170 \)), and 68.6 days for highs (s.d. = 16.1, \( n = 31 \)). Flower size exhibits a positive genetic correlation with time to flower mainly because plants that delay flowering have greater vegetative biomass when they do flower (see fig. 6 of Kelly 2008). Larger flowers have greater reproductive capacity, producing more pollen and more ovules (Kelly 2008; Lee 2009), and may also recruit more pollinators (Martin 2004; Sandring & Agren 2009). However, the delay in flowering associated with larger flower size can be costly in alpine field sites such as Browder Ridge where the availability of water diminishes over the season and drought is the primary cause of mortality.

The fact that flower size is a direct function of body size in annual monkeyflowers suggests a broader relevance of these results. Strong positive correlations between body size and fecundity are frequently observed in both plants and animals (Kingsolver & Pfennig 2004), but there are several reasons why the overall direction of selection may favour small or intermediate size. Most relevant to the present study is the increased mortality of juveniles owing to longer development. In animals, longer development means elongated exposure to predation, parasitism or starvation before reproductive maturity (Blackenhorn 2000). Also, mate attraction traits are often correlated with adult size and such traits routinely exhibit strong positive correlations with mating success (Hews 1990; Grether 1996; Preziosi & Fairbairn 1996; Burrowes 2000). However, if attraction traits are genetically correlated with development time, then viability selection on the invisible fraction might impede sexual selection. At the very least, a failure to account for pre-adult viability can lead to a misleading characterization of natural selection.

(b) **Genotypic manipulation as a tool for measuring natural selection**

Our experimental design is a variant of the genotypic transplant method (Rausher 1992; Willis 1996). Measuring selection on individuals of known genotype, or of...
known ancestry within a breeding design, was suggested to address the problem of environmentally induced covariances between traits and fitness measures (Rausher & Simms 1989; Stinchcombe et al. 2002). Bias is reduced if trait breeding values are used to predict fitness instead of phenotypic values. Breeding value estimates can be obtained by averaging individuals from a genotype or family. Given that this sample must be random, the breeding value regression is also subject to the problem of viability selection prior to trait measurement, although averaging probably reduces the magnitude of this difficulty (see Hadfield 2008 for a detailed consideration). In this study, each of our ‘genotypes’ was a genetically diverse collection of plants classified a priori for flower size. Flower size means observed in the field study followed our prior expectation (low < control < high).

This experiment does not identify causal relationships between particular traits and fitness because our genotypes differ in multiple features simultaneously (e.g. overall plant size, flower size and development time; see table 2 of Kelly 2008). In principle, putative causal relationships can be distinguished statistically. Selection gradients estimate the ‘direct’ effect of the trait on fitness while statistically controlling for other measured characters (Lande & Arnold 1983). Fenster & Ritland (1994) measured overall plant size in a study of selection on floral traits of M. guttatus. In two populations (Guenoc and Hough Springs), these authors obtained positive selection differentials on corolla width and corolla length, indicating a positive overall association of flower size with fecundity. However, when overall plant size was included with other traits in a multiple regression predicting seed set, the selection gradients on the flower size traits became significantly negative. It is possible that the data of figure 2 might produce a negative selection gradient on corolla width if plant size or ovule number were included as additional predictors in the regression.

From a genetic perspective, the observed negative correlation between female reproductive success and viability probably represents an example of antagonistic pleiotropy. While genetic correlations can also result from linkage disequilibria (Falconer & Mackay 1996), several features of this system favour pleiotropy. Most notably, there is a clear developmental connection between flower size and development rate. Antagonistic pleiotropy has been invoked as an explanation for the evolution of late-life fecundity (Rauser et al. 2006), age and size of sexual maturation (Basolo 2008), senescence (Curtsinger et al. 1994; Williams & Day 2003), and the maintenance of genetic variation (Charlesworth & Hughes 2000). Given that flower size exhibits abundant genetic variation within the Iron Mountain population and that this variation cannot be explained by mutation–selection balance (Kelly & Willis 2001; Kelly 2003; Lee 2009), antagonistic pleiotropy emerges as a potentially important mechanism. Beyond Mimulus, this study contributes to the very limited field data on antagonistic pleiotropy.

Blackenhorn (2000) motivated his review of natural selection on body size with the question ‘what keeps organisms small?’ Our study provokes the opposite question: what keeps flowers large? Across years, the large flower genotypes consistently had the lowest overall fitness. The low genotypes had the highest fitness average in two years, but the controls were actually highest in one year. Environmental fluctuations may determine the evolutionary balance between viability and fecundity selection (e.g. Schluter et al. 1991; Childs et al. 2004). Also, we admit that our study did not include one critical component of fitness: outcross siring success. Few studies have considered this variable, but the available data suggest that differential siring success may generate selection on flower size (Bell 1985; Stanton et al. 1986; van Kleunen & Burczyk 2008). Also, because M. guttatus is a self-compatible hermaphrodite, female fecundity may include both outcrossed and self-fertilized seed. If flower size influences the partitioning of reproductive effort between outcrossing and selfing, this may be another avenue of natural selection on this trait. Experiments are ongoing to determine the effect of flower size on outcross siring success and selfing rate.
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