Learning in a game context: strategy choice by some keeps learning from evolving in others
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Behavioural decisions in a social context commonly have frequency-dependent outcomes and so require analysis using evolutionary game theory. Learning provides a mechanism for tracking changing conditions and it has frequently been predicted to supplant fixed behaviour in shifting environments; yet few studies have examined the evolution of learning specifically in a game-theoretic context. We present a model that examines the evolution of learning in a frequency-dependent context created by a producer–scrounger game, where producers search for their own resources and scroungers usurp the discoveries of producers. We ask whether a learning mutant that can optimize its use of producer and scrounger to local conditions can invade a population of non-learning individuals that play producer and scrounger with fixed probabilities. We find that learning provides an initial advantage but never evolves to fixation. Once a stable equilibrium is attained, the population is always made up of a majority of fixed players and a minority of learning individuals. This result is robust to variation in the initial proportion of fixed individuals, the rate of within- and between-generation environmental change, and population size. Such learning polymorphisms will manifest themselves in a wide range of contexts, providing an important element leading to behavioural syndromes.
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1. INTRODUCTION

Social behaviours commonly have frequency-dependent outcomes that require analysis using a game-theoretic approach (Maynard-Smith 1982; Dugatkin & Reeve 1998). Prominent examples are the use of escalated versus ritualized fighting strategies (Maynard-Smith & Price 1973), engaging in reciprocity cooperation or defection (Axelrod & Hamilton 1981; Dugatkin 1997), and choosing habitats or group sizes to settle in (Fretwell & Price 1973), engaging in reciprocity cooperation or defec-

tion acting over generations replaces the cognitive ability of players in choosing the best possible strategy (Harley 1981; Miłinski 1984; Houston & Sumida 1987; Stephens & Clements 1998; Giraldeau & Dubois 2008). Few studies of learning have considered the consequences of animals living in groups where the learning by some individuals will probably exert effects on the learning of others. When learning arises in a group, it can often reduce the opportunity for learning in naïve individuals (Harley 1981; Miłinski 1984; Houston & Sumida 1987; Stephens & Clements 1998; Giraldeau & Dubois 2008). The game-theoretic approach applied to animal behaviour predicts that evolution will lead to game solutions that are evolutionarily stable strategies (ESS): a strategy (or mixture of tactics) that, once adopted by a population, cannot be invaded by any other likely alternative (Maynard-Smith 1982). These solutions are generally assumed to have evolved over ecological time by natural selection acting on genetic alternatives, where the power of selection acting over generations replaces the cognitive ability of players in choosing the best possible strategy (Hammerstein 1998). Many of these behavioural games are repeated several times in the course of an individual’s lifetime: for instance, an individual may need to decide whether to defend a given resource clump at escalated levels several times a day (Grant 1993). Each time the animal may be faced with resources that differ in their size, amount, quality or density, and may face an opponent that is sometimes bold, strong or weak. A strategy decision based on the average interaction over the course of an animal’s lifetime may do the job, but clearly in many circumstances adjusting one’s strategy decision to local conditions may provide a superior return (Clements & Stephens 1995). It is more likely that behavioural mechanisms that allow animals to adopt the best possible behaviour given the local conditions would outperform fixed behaviour and this behavioural mechanism is likely to be learning (Harley 1981; Miłinski 1984; Houston & Sumida 1987; Stephens & Clements 1998; Giraldeau & Dubois 2008).

Few studies of learning have considered the consequences of animals living in groups where the learning by some individuals will probably exert effects on the learning of others. When learning arises in a group, it can often reduce the opportunity for learning in naïve individuals (Giraldeau 1984; Beauchamp & Kacelnik 1991; Giraldeau et al. 1994; Giraldeau & Caraco 2000) and so has the potential to lead to a stable polymorphism of knowledgeable and naïve individuals. In this study, we explore the consequences of such frequency-dependent effects of learning on the evolution of learning in a common frequency-dependent context. We study a situation where animals are engaged in a producer–scrounger (PS) game (Barnard & Sibly 1981; Giraldeau & Dubois 2008). The game is...
Table 1. Definition of the parameters used in the model. For all parameters that could vary, the range of tested values is specified.

<table>
<thead>
<tr>
<th>symbol</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>number of foragers within the group, including learning and fixed individuals (range of tested values: 10–100)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>encounter rate with food patches (range of tested values: 1–10)</td>
</tr>
<tr>
<td>$P_M$</td>
<td>mean patch quality (range of tested values: 10–50)</td>
</tr>
<tr>
<td>$q$</td>
<td>finder’s advantage, that is independent on patch quality (range of tested values: 1 – $(P_M - 1)$)</td>
</tr>
<tr>
<td>$D_W$</td>
<td>measure of deviation around the mean patch quality that can be observed within a generation (range of tested values: 0 – $(P_M - a)$)</td>
</tr>
<tr>
<td>$N$</td>
<td>number of changes in patch richness during a given generation (range of tested values: 0–20)</td>
</tr>
<tr>
<td>$D_B$</td>
<td>measure of deviation around the mean patch quality that can be observed between generations (range of tested values: 0–20)</td>
</tr>
<tr>
<td>$x_i$</td>
<td>proportion of learning individuals at the $i$th generation</td>
</tr>
<tr>
<td>$1 - x_i$</td>
<td>proportion of fixed individuals at the $i$th generation</td>
</tr>
<tr>
<td>$W_{P_{i}(1)}$</td>
<td>mean gain expected by a fixed or learning individual, when it plays producer</td>
</tr>
<tr>
<td>$W_{S_{i}(1)}$</td>
<td>mean gain expected by a fixed or learning individual, when it scroungers</td>
</tr>
<tr>
<td>$a_1$</td>
<td>mean proportion of time fixed individuals of type 1 play producer</td>
</tr>
<tr>
<td>$a_2$</td>
<td>mean proportion of time fixed individuals of type 2 play producer</td>
</tr>
<tr>
<td>$p_{1(i)}$</td>
<td>proportion of type 1 individuals among fixed foragers at the $i$th generation</td>
</tr>
<tr>
<td>$p_{2(i)}$</td>
<td>proportion of type 2 individuals among fixed foragers at the $i$th generation, with $p_{2(i)} = 1 - p_{1(i)}$</td>
</tr>
<tr>
<td>$a_{P_{i}(i)}$</td>
<td>mean proportion of time-fixed individuals play producer at the $i$th generation</td>
</tr>
<tr>
<td>$a_{S_{i}(i)}$</td>
<td>mean proportion of time-fixed individuals play scrounger at the $i$th generation</td>
</tr>
<tr>
<td>$W_{P_{i}(1)}$</td>
<td>mean gain expected by a fixed individual of type 1 at the $i$th generation</td>
</tr>
<tr>
<td>$W_{S_{i}(1)}$</td>
<td>mean gain expected by a fixed individual of type 2 at the $i$th generation</td>
</tr>
<tr>
<td>$N_{P_{i}(i)}$</td>
<td>mean number of individuals playing producer, including learning and fixed foragers, at the $i$th generation</td>
</tr>
<tr>
<td>$N_{S_{i}(i)}$</td>
<td>mean number of individuals playing scrounger, including learning and fixed foragers, at the $i$th generation</td>
</tr>
<tr>
<td>$e_S$</td>
<td>mean bias when a learning individual estimates the producer’s payoff</td>
</tr>
<tr>
<td>$e_P$</td>
<td>mean bias when a learning individual estimates the scrounger’s payoff, with $e_p = k e_S$ and $k &gt; 1$</td>
</tr>
<tr>
<td>$\alpha_1^*$</td>
<td>mean proportion of time learning individuals play producer in order to maximize their expected payoff, while conditions remain constant</td>
</tr>
<tr>
<td>$1 - \alpha_1^*$</td>
<td>mean proportion of time learning individuals should play scrounger in order to maximize their expected payoff, while conditions remain constant</td>
</tr>
</tbody>
</table>

2. METHODS
(a) Calculating the fitness of learning and fixed individuals in a PS game
As is common in foraging theory (Giraldeau & Caraco 2000; Stephens et al. 2007), we assume that food intake is an acceptable currency of fitness, and so develop equations to estimate the intake of fixed and learning individuals.

We study the outcome of learning, without considering the actual details of the learning process. We assume, therefore, that whatever learning rule is actually used by the animal, it succeeds without cost at informing the animal’s decision with some known error. A population of $G$ animals (all parameters are listed in table 1) forages for clumped resources. In this population some individuals (producers) obtain all their food by searching for the resource, while others (scroungers) obtain all their food by exploiting a fraction of the food uncovered by producers. In the present case, we assume that the scrounger exerts negative frequency dependence on both itself and the producers, but results remain unaltered when producer payoff is either unaffected or increases with scrounger frequency so long as scroungers do better than producers when rare and worse than producers when common (Giraldeau & Caraco 2000). Scroungers do better than producers when rare because they can exploit the discoveries of several producers while each producer is limited to its own discoveries. When common, however, scrounger does worse than producer because it has fewer producers to exploit and must share each with a larger number of scroungers. In this condition, frequency-dependent selection will maintain a mixed ESS combination of producers and scroungers at a frequency for which the payoffs to each are equal. A food clump contains $P_M$ food items and the finder obtains $a$ items (the finder’s advantage) for its exclusive use. A learning individual can choose to use either producer or scrounger, or a given combination by alternating from one to the other at some rate. The learner always chooses the most profitable of these three possibilities. When the learner uses a strategy that consists of alternating between producer and scrounger, we say it is using a mixed strategy with probabilities $\alpha_1$ and $(1 - \alpha_1)$ for producer and scrounger, respectively.

We consider an initial population of \((G - 1)\) fixed individuals and one learning individual. The proportion of learning individuals at the \(i\)th generation (where \(i\) is an index varying from 1 to \(n\)) is \(x_i\), and so we set \(x_1 = 1/G\). For simplicity, we consider only two types of fixed individuals (i.e. type 1 and type 2 individuals), characterized by the frequency at which they use the producer and scrounger tactics. We denote by \(\alpha_1\) and \(\alpha_2\), respectively, the frequency at which both types of individuals play producer. Thus, if the parameters \(\alpha_1\) and \(\alpha_2\) are equal to 1 and 0, respectively, fixed individuals of type 1 only play producer, whereas those of type 2 only play scrounger. On the other hand, when both parameters vary between 0 and 1 (with \(0 < \alpha_1 < 1\) and \(0 < \alpha_2 < 1\)), fixed individuals then use a mixed strategy.

The proportion of fixed individuals of types 1 and 2 among all fixed foragers in the starting generation is \(p_1(1)\) and \(p_2(1)\) (with \(p_2(1) = 1 - p_1(1)\)), respectively, and so the mean proportion of time-fixed individuals playing producer is \(\alpha(1)\):

\[
\alpha(1) = p_1(1) \times (1 - \alpha(1)) + (1 - p_1(1)) \times \alpha(1).
\]

We assume that patch discovery occurs sequentially and the producer’s encounter rate with food patches is \(\lambda\). The mean gain \(W_{(1)}(j)\) expected by a fixed individual of type \(j\) (where \(j = 1\) or 2) after \(T\) time units of foraging is

\[
W_{(1)}(j) = \lambda T \times (a + \frac{F_M - a}{1 + N_{(1)}}).
\]

In both equations (2.3a) and (2.3b), \(N_{(1)}\) correspond to the mean number of individuals playing producer and scrounger in the first generation, including both fixed and learning individuals. Thus, both values vary according to the proportion of learning \((x_i)\) and fixed \((1 - x_i)\) individuals, as well as to the probability that learning individuals play a mixed strategy of \(\alpha_1\) (producer) and \(1 - \alpha_1\) (scrounger):

\[
N_{(1)} = (1 - x_i)G \times \alpha_{(1)} + x_iG \times \alpha_1.
\]

Similarly, we can calculate the mean gain expected by the learning individual \(\sigma(1)\), after \(T\) time units, if it plays a mixed strategy using probabilities of the producer and scrounger of \(\alpha_1\) and \(1 - \alpha_1\), respectively:

\[
\sigma(1) = \alpha_1 \times W_{(1)}(1) + (1 - \alpha_1) \times W_{(1)}(1).
\]

Although the above equations provide inaccurate estimates of the expected gains, especially in small populations, because a learning individual can play against itself, we used this common simplification given that it has no qualitative effect on the equilibrium states on the model, and hence does not affect our conclusions.

To find the solution to the game, we seek the probability \(\alpha_1^*\), at which the learning individual plays producer in order to maximize its expected gain, \(\sigma(1)\). To do that, we first estimate the gain expected by the learning individual \(\sigma(1)\) for any \(\alpha_1\) between 0 and 1, and then retain the value for which it is maximal. The gain expected by the learning mutant, and hence its optimal use of the producer and scrounger tactics, depends only on the mean frequency at which fixed individuals produce and not on the rate at which both types of fixed foragers employ this tactic (figure 1). Furthermore, in the case illustrated in figure 1, the learning individual’s mean expected gain increases non-linearly as it increases its use of the producer tactic.
a given generation, and the optimal solution is therefore a mixed strategy. This arises because the payoff received by a scrounger is highly negatively frequency-dependent on the frequency of scrounging. Indeed, as the payoffs associated with each tactic increase with the number of producers, the mean gain expected by the learning mutant first increases as it increasingly uses the producer tactic. However, if the scrounger payoff is highly negatively frequency-dependent on the frequency of scrounging, this implies that the payoff difference between the scrounger and the producer becomes increasingly large as the learning individual increases its uses of the producer tactic. As a consequence, it has no interest in playing producer too frequently, because the payoffs it gets when playing scrounger then become very much larger. However, if most of the time the learning individual plays producer, its mean payoff is then almost equal to that of a pure producer (i.e. \( W_1 \) in figure 1a), and hence may be smaller than the gain it would expect if it were to play scrounger at a higher frequency.

(b) Adding estimation error
We do not specify the actual learning mechanism adopted by the animal, but allow for this mechanism to either over- or underestimate the value of both producer and scrounger. We assume that the magnitude of this bias increases with the size of what must be estimated (Bateson & Kacelnik 1995). Because producers get a larger payoff from each patch than do scroungers (Giraldeau et al. 1990), the bias for producer (\( \varepsilon_p \)), is larger than the bias for scrounger (\( \varepsilon_s \)), with \( \varepsilon_s = k \varepsilon_p \) and \( k < 1 \). A learning forager has the same probability of having a biased estimate when assessing the value of both producer and scrounger tactics with the same frequencies (i.e. \( W_1 \) and \( W_2 \) respectively) according to their relative success.

The mean expected gains by a learning forager are estimated for a given generation. After the \( i \)-th generation, the deviation around the mean that can be observed within a generation. After the \( N \) consecutive periods, the mean expected gains by a fixed individual of type 1, a fixed individual of type 2 and a learning forager are estimated for the entire generation. These means are then used to deduce the relative proportion of learning individuals that will be present within the population during the next generation, and the procedure is repeated over consecutive generations until all the parameters reach a plateau. Each simulation is run 20 times for a given set of parameters, and the results from all 20 simulations are used to obtain the mean values and standard deviations.

(c) The evolution of learning mutants
To estimate the fitness of learning, we assume that learning players play \( \alpha_L^* \), the optimal frequency of producer that maximizes \( \sigma_1 \), and replace \( \alpha_L \) with \( \alpha_L^* \) in equations (2.2)–(2.5). Population size is kept constant from one generation to the next. At each generation \( i \), we set the proportion of fixed foragers of types 1 and 2 among all fixed individuals \( \rho_1(i) \) and \( \rho_2(i) \) as well as the proportion of learning foragers \( \xi_2 \) according to their relative success in the previous generation \( i − 1 \). The relative proportion of learning individuals in the next generation \( \xi_2(i) \) is thus given by

\[
\xi_2 = \frac{x_2 \times \omega_L}{x_1 \times \sigma_1 + (1 - x_1) \times (\rho_1(i) W_{P1}(i) + \rho_2(i) W_{P2}(i))},
\]  

while the mean proportion of fixed individuals of type 1 \( \rho_1(2) \) among fixed individuals in the population will be given by

\[
\rho_1(2) = \frac{\rho_1(1) \times W_{P1}(1)}{\rho_1(1) \times W_{P1}(1) + \rho_2(1) \times W_{P2}(1)}.
\]

The same procedure is repeated from generation to generation until the frequency of learning individuals, as well as the rate at which they use both producer and scrounger alternatives, is such that their fitnesses reach stable equilibrium values.

(d) Adding environmental variability
Learning is predicted to be most useful when conditions vary. We explore environmental variation at two scales: between- and within-generation changes. Inter-generational variability is achieved by randomly drawing the value of food patches at the onset of each generation. We allow the number of food items per patch to take any value between \( F_M - D_M \) and \( F_M + D_M \), where \( F_M \) is the mean patch quality and \( D_M \) is a measure of the deviation around the mean that can be observed between generations. The simulation is run 20 times for a given set of parameter values, and the results from all 20 simulations are used to obtain the mean values and standard deviations.

Intra-generational variation is introduced by allowing the number of food items per patch to take \( N (N \geq 1) \) different values during a generation, with each value lasting the same amount of time. As learning individuals change their use of the producer and scrounger tactics whenever patch value changes, we find the best responses \( \alpha_L^* \) for each of the \( N \) patch values adopted. At the beginning of each period, the value of the food patches is pulled at random from a set of values ranging from \( F_M - D_M \) to \( F_M + D_M \), where \( F_M \) is the mean patch quality and \( D_M \) is a measure of the deviation around the mean that can be observed within a generation. After the \( N \) consecutive periods, the mean gains expected by a fixed individual of type 1, a fixed individual of type 2 and a learning forager are estimated for the entire generation. These means are then used to deduce the relative proportion of learning individuals that will be present within the population during the next generation, and the procedure is repeated over consecutive generations until all the parameters reach a plateau. Each simulation is run 20 times for a given set of parameters, and the mean values and standard deviations are estimated from the 20 simulations.

3. RESULTS
(a) Unchanging environments
When there is no variation within or between generations, the model predicts that the mean proportion of producers and scroungers estimated for the population of \( G \) foragers rapidly reaches the mixed evolutionarily stable equilibrium predicted by the standard rate-maximizing PS game (Vickery et al. 1991; Giraldeau & Beauchamp 1999). In addition, the model predicts that neither fixed nor learning individuals ever reach fixation, except when all fixed individuals use the producer and scrounger tactics with the same frequencies (i.e. \( \alpha_1 = \alpha_2 \)). In this particular case, fixed individuals cannot be invaded by a mutant learning individual and the expected proportion of learning individuals therefore rapidly tends to zero. In all other situations (i.e. when \( \alpha_1 \neq \alpha_2 \)), learning individuals are always maintained within the
The frequency at which learning individuals should play producer ($\alpha_L^*$) and (b) the proportion of learning foragers at equilibrium. $F_M = 12$, $a = 3$, $G = 10$, $N = 1$, $T = 1$, $\lambda = 2$, $D_B = 0$ and $D_W = 0$. Filled circles: $\alpha_1 = 1$, $\alpha_2 = 0$, $p_1 = 0.35$; filled squares: $\alpha_1 = 0.8$, $\alpha_2 = 0.2$, $p_1 = 0.25$.

More precisely, the model predicts that the optimal behaviour of learning individuals at equilibrium is to never scrounge when they overestimate payoffs to producer (figure 2b). Thus, learning individuals then play a pure producer tactic, regardless of the initial conditions (figure 2a). This occurs because the first learning individual plays against a field of fixed strategies and so can optimize its allocation to producer and scrounger (figure 1). This optimal allocation always favours a mixture of tactics that is biased towards the use of producer. By using its optimal mixed strategy, the learning individual exerts a frequency-dependent effect on the payoffs to the fixed players that favours the individuals playing the scrounger tactic at the highest frequency. The consequence is that the mean proportion of time that fixed individuals play scrounger will increase in the next generation, which in turn exerts a frequency-dependent effect on the payoffs of the learning individuals that biases their optimal mixed strategy further still towards producer (figure 3). In the end, mixed strategies are no longer optimal for the learning individuals who play pure producer.

When learning individuals systematically underestimate the expected payoffs, they are expected to use an equilibrium mixture of producer and scrounger tactics (figure 2a). As the payoffs to producer are increasingly underestimated, the learning individuals’ optimal mixture is increasingly biased towards scrounger until eventually a pure scrounger tactic is optimal when the magnitude of the underestimation becomes very large. As the payoffs to producer are increasingly underestimated, the fraction of the population made up of learning individuals is predicted first to increase, and then to decrease (figure 2b).

(b) The effect of between- and within-generation environmental variability

The frequency of learning individuals increases with increasing between-generation variation (figure 4a). However, regardless of the extent of inter-generational variability, the learning strategy never spreads to fixation (figure 4a). Surprisingly, within-generation variation has much less of an effect on the frequency of learning individuals (figure 4b). The expected proportion of learning individuals remains unaffected by population size (figure 5).

4. DISCUSSION

We show that in a game-theoretic context, players who learn to alter their strategy use can do better than fixed players, at least initially, but can never invade the whole population. Learning, therefore, is not an ESS in all game-theoretic contexts. In fact, no matter what conditions we start off with, at evolutionary stability, the majority of players is always made up of fixed strategists. These non-learning individuals are maintained in the population because the behavioural adjustment of the optimizing learning individuals buffers the selective pressure on a segment of the fixed individuals. Learners can do better than fixed producers or fixed scroungers but never better than both. We discuss the specific conditions under which such learning and non-learning polymorphisms should be expected and explore their potential as an explanation for the consistent differences in learning abilities often reported within populations.

Our result may appear to contradict cases where flexibility is an ESS in a game-theoretic context. For instance,
between-generation variation ($D_B$) within-generation variation ($D_W$).

Figure 4. Mean equilibrium proportion (± s.d.) of learning individuals estimated from 20 simulation runs, as a function of the magnitude of (a) between- and (b) within-generation variation. In both panels, $F_M = 12$, $a = 3$, $G = 10$, $\alpha_1 = 1$, $\alpha_3 = 0$, $\alpha_{F(1)} = 0.35$, $e = 0$, $T = 1$, $A = 2$. In (a) $N = 3$ and $D_W = 0$, while in (b) $D_W = 0$.

Figure 5. Mean equilibrium proportion (± s.d.) of learning individuals estimated from 20 simulation runs, as a function of population size. $F_M = 12$, $a = 3$, $\alpha_1 = 1$, $\alpha_3 = 0$, $\alpha_{F(1)} = 0.35$, $e = 0$, $T = 1$, $A = 2$, $N = 1$, $D_W = 0$ and $D_B = 4$.

advantage of being responsive until responsive individuals do no better than unresponsive players that assort randomly. The result is a stable polymorphism of responsive and non-responsive players, the ratio of which depends on the costs of being responsive and the relative difference between the initial values of the two habitats. Their result, however, is attained by a different process from ours. Much as was true in the fighting games, the responsive individuals in Wolf et al.’s (2008) study decided on settlement strategy on the basis of the assessment of a fixed quantity, the initial difference between the two habitats. They did not then continue to assess as the animals settled in one or the other, and so were not affected by the frequency dependence of the payoffs but only the density dependence that results from accumulation of responsive individuals in the initially better patch. Eliassen et al. (2006) model patch choice in a more dynamic way, allowing learning individuals to assess throughout the patch foraging game. They too find the emergence of a learner–non-learner polymorphism, but because the dynamics of settlement become chaotic when learners become too numerous, there is no longer any gain by learning. These results, taken with our own, indicate that learning is unlikely to be an ESS in many game-theoretic contexts. While there is some evidence that learning is involved in strategy choice (Katsnelson et al. 2008) and in reaching the ESS (Mottley & Giraldeau 2000; Morand-Ferron & Giraldeau 2010) in the PS game, no empirical study has yet examined whether individuals differ in the role they use to allocate to each tactic (i.e. fixed or flexible). It is not currently known whether observed group-level changes in scrounger frequencies (reviewed in Giraldeau & Dubois 2008) are the consequence of a learning process occurring in all members of a group or only in some, as predicted by recent models (Eliassen et al. 2006; Wolf et al. 2008; this paper).

Earlier explorations of the conditions that favour the evolution of learning predicted learning when environments exhibit strong inter-generational variation (Scheiner 1998; Luttbeg & Warner 1999; Collins et al. 2006). But in our case only a fraction of the population ever gets to evolve learning ability, even when the value of the alternatives is assessed without bias. At best, no more than 40 per cent of the population ever gets to adopt a learning strategy, even when inter-generational
variations is very high. Moreover, the fraction of learners within the population remains surprisingly little affected by within-generation variability, which other models predicted to have a strong effect on the evolution of learning (Stephens 1991; Bergman & Feldman 1995). The weak effect of within-generation variation in our study implies that the value of learning lies more with adjusting one’s behaviour to changes in competitors’ behaviour than to changes in resource characteristics. Our results suggest that having to adopt a strategy on the basis of an assessment of payoffs that are frequency-dependent favours the maintenance of a large fraction of non-learning individuals within a population.

Although our study addresses the evolution of learning, it does not specify exactly how the learning actually proceeds. For instance, our study is not concerned with the number of experiences required for an animal to acquire an estimate of the payoffs of each alternative. Similarly, we were not concerned with memory windows or even forgetting. In a way, our study only considers the outcome of a potentially instantaneous learning rule. In reality, learning is likely to be much less efficient a mechanism than the one we assumed operated here. Moreover, real learning probably also imposes costs in terms of sampling, and even in terms of metabolic support of the necessary learning infrastructure. However, taking all these factors into consideration would only increase the likelihood of a learning–non-learning polymorphism, with even fewer expected learning individuals at equilibrium.

Recently, behavioural ecologists have been interested in strong behavioural differences of the type we predict here and have referred to them as syndromes of behavioural plasticity (Sih et al. 2004; Dingemanse et al. 2009), flexibility (McElreath & Strimling 2006), responsiveness (Wolf et al. 2008) or different coping styles (Koolhaas et al. 1999). Personality polymorphisms are thought to be maintained as the consequence of strong variation in resource characteristics. Our results suggest that the value of learning lies more with adjusting one’s strategy decisions on the basis of frequency-dependent payoffs than the one we assumed operated here. Moreover, we were not concerned with memory windows or even forgetting. In a way, our study only considers the outcome of a potentially instantaneous learning rule. In reality, learning is likely to be much less efficient a mechanism than the one we assumed operated here. Moreover, real learning probably also imposes costs in terms of sampling, and even in terms of metabolic support of the necessary learning infrastructure. However, taking all these factors into consideration would only increase the likelihood of a learning–non-learning polymorphism, with even fewer expected learning individuals at equilibrium.

We thank Janne-Tuomas Seppanen, Arnem Lotem and Jeremy Kendal for their valuable comments on previous versions of this manuscript. This research was financially supported by Natural Sciences and Engineering Research Council Discovery grants to F.D. and L.-A.G. J.M.-F. was supported by a NSERC Discovery grant to L.-A.G. and by a post-doctoral fellowship from the Fonds Québécois de la Recherche sur la Nature et les Technologies.

REFERENCES


Evolution and the theory of games
Maynard-Smith, J. 1982