The epidemiological consequences of immune priming
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Exposure to low doses of pathogens that do not result in the host becoming infectious may ‘prime’ the immune response and increase protection to subsequent challenge. There is increasing evidence that such immune priming is a widespread and important feature of invertebrate host–pathogen interactions. Immune priming clearly has implications for individual hosts but will also have population-level implications. We present a susceptible–primed–infectious model—in contrast to the classic susceptible–infectious–recovered framework—to investigate the impacts of immune priming on pathogen persistence and population stability. We describe impacts of immune priming on the epidemiology of the disease in both constant and seasonal environments. A key result is that immune priming may act to destabilize population dynamics. In particular, when the proportion of individuals becoming primed rather than infected is high, but this priming does not confer full immunity, the population may be strongly destabilized through the generation of limit cycles. We discuss the implications of our model both in the context of invertebrate immunity and more widely.
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1. INTRODUCTION
Pathogens, also referred to as microparasites, are ubiquitous in nature and by definition cause significant harm to their hosts. In response, hosts have evolved a range of resistance mechanisms, including behavioural avoidance, physical barriers and complex cellular and humoral immune responses [1]. The immune responses of invertebrates, though less well understood than that of vertebrates, are now widely studied [2,3]. Traditionally, invertebrates were thought to have no capacity for memory in their immune response to pathogens because they lack the immune cells that are responsible for vertebrate acquired immunity [4]. However, despite being mechanistically distinct to the vertebrate acquired immunity, growing empirical evidence suggests that invertebrates show immune memory and are more resistant to pathogen infection following previous exposure [3,5]. This form of memory in an invertebrate is termed ‘immune priming’, which is broadly defined as increased protection to a pathogen following previous exposure to a pathogen or an immune elictor. Although recent work has investigated the impacts of immune priming on infection prevalence, host population size and population age structure using a stage-structured model [6], it remains unclear what impact this form of immunity has on the persistence and stability of host–pathogen systems in general.

Evidence for immune priming has been found in a number of different insect species and in response to a diverse range of pathogen species, indicating that this phenomenon may be widespread. For example, immune priming has been shown in Tribolium castaneum [7] and in the social insect Bombus terrestris in response to bacteria [8,9]; in the Lepidoptera, Plodia interpunctella in response to virus [10]; and in Tenodera molitor in response to entomopathogenic fungi [11]. Furthermore, there is evidence for immune priming in other invertebrates such as crustaceans, including Daphnia magna [12], Penaeus monodon [13], Penaeus japonicus [14] and Litopenaeus vannamei [15]. Both within generation [7,10,11] and transgenerational priming [8,10,12], where protection is passed from parent to offspring, have been found. Although our mechanistic understanding of immune priming is limited and clearly requires further study [16], the phenomenon of immune priming seems to be conserved across many invertebrates.

Immune responses have implications for individual hosts, but they may also have implications for the host population as a whole. Mathematical modelling is a key tool in capturing infectious disease dynamics and can be used to infer the effect that different immune responses can have on host–pathogen interactions and population dynamics. Traditionally, epidemiological studies are in the form of susceptible–infectious–recovered (SIR) models [17,18], where following infectiousness, hosts recover to a completely immune state. Comparison of these SIR systems with susceptible–infectious–recovered–primed (SIRP) models [17,18], where following infectiousness, hosts recover to a completely immune state. Comparison of these SIRP systems with susceptible–infectious–susceptible (SIS) models, where following infectiousness, individuals return to being susceptible, has highlighted the impact that immunity can have on population dynamics. SIR systems exhibit more prolonged and larger damped oscillations on approach to a stable equilibrium compared with SIS systems [19].

Factors important in disease dynamics are unlikely to be constant through time with seasonality in epidemiological and demographic parameters substantial in natural and human disease interactions [20]. Incorporating such variation into mathematical models therefore enables the more
accurate representation and prediction of disease dynamics in nature. Seasonality in the SIR model tends to drive regular multi-annual epidemic disease outbreaks as is seen in childhood infections such as measles [21–23]. Vaccination has also been modelled as removal of individuals from the susceptible class directly to the immune class without an infectious stage and at a rate independent of pathogen density in the population [24,25]. However, these classic SIR-type models do not capture the population dynamics with immune priming, where a proportion of individuals do not become infectious but are primed following pathogen exposure and have reduced risk of becoming infectious on subsequent exposure. The immune priming process we consider is epidemiologically distinct from the acquired immunity more commonly assumed in classical SIR models, where immunity is gained only after hosts have been infectious for some period of time. Instead, we assume that hosts gain immunity following exposure to an infected host but without ever becoming infectious themselves.

Here, we develop and analyse a mathematical model that incorporates within generation immune priming and transgenerational immune priming into a disease system. We describe the implications of immune priming for the persistence and prevalence of the pathogen and the population dynamics in constant environments and under seasonal forcing.

2. MODELLING

A general theoretical framework is developed to examine the impacts of both within generation and transgenerational immune priming on the dynamics and stability of the host–pathogen population. The host population is divided into three distinct classes: susceptible hosts with density \( S \), primed hosts with density \( P \) and infectious hosts with density \( I \) (total density, \( H = S + P + I \)). We therefore call this model susceptible–primed–infectious (SPI). The dynamics of the population are represented by equations (2.1)–(2.3).

\[
\frac{dS}{dt} = (a - hH)(S + f_P I + (1 - \tau)f_P P) - bS - \beta SI + cP, \quad (2.1)
\]

\[
\frac{dP}{dt} = \tau(a - hH)f_P P - bP + \rho \beta SI - q\beta PI - cP \quad (2.2)
\]

\[
\frac{dI}{dt} = (1 - p)\beta SI + q\beta PI - (b + \alpha)I. \quad (2.3)
\]

All hosts reproduce at rate \( a \), which is reduced by factor \( b \), owing to density dependence, so that increased population density results in a negative feedback on reproduction. Hosts are subject to a natural death rate \( b \). The host population is therefore limited to a carrying capacity in the absence of disease making our model applicable to wildlife disease systems. The transmission coefficient is \( \beta \) and is assumed to be through direct contact between susceptible and infectious hosts, and is density-dependent. Following exposure to the pathogen, a proportion, \( p \), of susceptible individuals become primed, and the remainder \((1 - p)\) become infectious. Infectious individuals suffer increased death rate (pathogenicity, \( \alpha \)) and do not recover. Primed individuals become infectious at a reduced rate \( q \), with subsequent exposure to the pathogen. The degree of transgenerational immune priming in the system is determined by \( \tau \), with primed individuals giving birth to primed offspring at rate \( \tau \) and susceptible offspring at rate \((1 - \tau)\). Primed and infectious individuals have reduced fecundity, \( f_P \) and \( f_I \), respectively. Priming wanes over time so that primed individuals become susceptible again at rate \( c \), with priming duration equal to host lifespan divided by \( c \). Default parameters include \( a = 2 \) so that a host gives birth to two offspring in their lifespan, \( b = 1 \) so that a host’s lifespan is on average one year and \( \alpha = 1 \) so that an infectious host’s lifespan is half that of a susceptible host’s.

We investigate the ecological behaviour of the SPI system using the AUTO continuation software package [26], which identifies the location and stability of equilibria as parameters of the model are varied. Specifically, we focus on areas of parameter space where the pathogen cannot persist, where there is an endemic equilibrium and where there are endemic cycles. We examine the consequence of priming rate \( p \) and degree of priming protection \( q \) on the persistence of the pathogen and stability of the endemic state with and without transgenerational priming, when priming wanes and when demographic and epidemiological parameters (namely birth rate \( a \), transmission \( \beta \), pathogenicity \( \alpha \)) are varied. By using the ODESOLVE package in R, we examine the dynamics of the SPI system in comparison with more traditional model frameworks and within the cyclic region. Our aim is to gain a general understanding of the population dynamical effects of immune priming.

We extend this model to include seasonality in birth rate and transmission rate by setting these parameters to be a function of the sine wave so that:

\[
a = a(1 + \delta \sin(2\pi t)) \quad (2.4)
\]

and

\[
\beta = \beta(1 + \delta \sin(2\pi t)). \quad (2.5)
\]

where \( \delta \) is the amplitude of the seasonal variation and, the period of the oscillation is exactly 1 year.

We explore how seasonal fluctuation in birth rate and transmission rate affect the population dynamics of a system that exhibits immune priming.

3. RESULTS

\( R_0 \) for a pathogen is defined as the average number of secondary cases of disease that arise from one infectious individual in an otherwise susceptible population. Generally, if \( R_0 > 1 \), then the pathogen can successfully invade a population, whereas if \( R_0 < 1 \), then the pathogen cannot invade [27]. The expression of \( R_0 \) for the SPI model is

\[
R_0 = (1 - p) \frac{\beta X}{a + b}, \quad (2.6)
\]

where \( X = (a - b)/h \) is the disease-free host equilibrium density. Clearly, the value of \( R_0 \) depends on priming, \( p \). From equation (2.6), it is clear that, rather intuitively, increasing the proportion of priming \( p \) reduces the ability of the pathogen to invade a susceptible host population because fewer hosts are becoming infected. It is important to note though that the level of protection which priming provides \( (q) \) and the rate at which priming wanes \( (c) \) does not influence the \( R_0 \) value.
In this system, the host and pathogen may also coexist when $R_0 < 1$. When priming is high (despite $R_0 < 1$), both the disease-free and endemic equilibrium are stable, i.e. the system is bistable (figure 1). Whether the disease-free or endemic equilibrium is reached depends on the initial conditions of the system and the level of protection that priming provides ($q$). Independent of $q$, when priming is high and the pathogen is initially absent, the pathogen cannot invade and the system settles at the disease-free equilibrium. However, if the pathogen is already present, it may persist depending on the value of $q$. When $q$ is low, so that the protection provided by priming is high, the pathogen cannot persist when $R_0 < 1$, but when $q$ is high, so that the priming protection is low, the pathogen can persist at $R_0 < 1$. Therefore, in a system that experiences high rates of priming, the persistence criteria and the invasion criteria of the pathogen are distinct.

A key result from the numerical simulations performed in AUTO and R is that high levels of immune priming destabilizes the host–pathogen population. However, the destabilizing effects of priming are seen in systems where only infectiousness results in reduced fecundity and is stronger if primed individuals also have reduced fecundity. When the rate of immune priming is low, the SPI system mimics the traditional SIR system and reaches an endemic equilibrium following damped oscillations. However, when the proportion of priming is high, the SPI system may exhibit prolonged limit cycles. Limit cycles produce repeated increases and crashes in the densities of the population classes. Therefore, in a system characterized by endemic limit cycles, we see periods of disease outbreak followed by near-absence of disease. The range of priming rates and priming protection where instability is found depends on specific parameters of the model (figure 2). In particular, increased fecundity costs of infectiousness and priming are important and increase the range of priming rate and priming protection over which cycles are exhibited. In addition, increased pathogenicity (figure 2b), increased birth rate (figure 2c) and waning of priming over time (figure 2f) lead to reduced chance of destabilization, while increasing transmission (figure 2d) and the addition of transgenerational priming (figure 2e) result in an increase in total cycling region and therefore further destabilization of the population.

In addition to generating cyclic population dynamics, immune priming also modulates these cycles as it varies. Increasing the level of priming within the cycling region results in limit cycles of greater amplitude but reduced frequency (figure 3b,c) that translates into fewer, larger disease outbreaks over time. Furthermore, outside the region of limit cycles, the time taken for the cycles to dampen is longer under increased priming (figure 3a,b). Throughout then, it is clear that in a system which experiences high levels of immune priming, and fecundity costs of infection and priming, the population dynamics are more likely to be unstable.

The addition of seasonality into the SPI model adds further complexity to the population dynamics. However, it appears that the forced dynamics can be accurately predicted from the non-forced dynamics (figure 4), so that small annual cycles occur in the forced system where there is a stable endemic equilibrium in the non-forced system (figure 4a), i.e. when priming rate is low. These small annual cycles are entirely owing to seasonal forcing, and are seen when both birth rate and transmission are forced. At intermediate priming rates, for specific model parameters, the non-forced system produces prolonged damped oscillations which, as in the SIR model, when combined with seasonality produce multi-year cycles (figure 4b). At high priming rates, the non-forced system and the forced birth rate system produce stable limit cycles. However, when transmission is forced, quasi-periodic solutions occur (figure 4c). These trajectories form a torus around the existing limit cycle and appear

---

Figure 1. Bistability in the susceptible–primed–infectious system when there are no fecundity costs of infectiousness and priming. (a) Region of bistability, when priming rate ($p$) is high, is dependent on priming protection ($q$). When priming protection is high ($q = 0.1$), there is no bistability, but when priming protection is less ($q = 0.5$), the pathogen can persist even when all susceptible individuals become primed ($p = 1$). (b) Bistability plot in terms of $R_0$. $R_0 < 1$ when $p = 0.9$ for the model parameters used. When $q > 0.1$, the number of infected can be positive, with the system at an endemic equilibrium, even if $R_0 < 1$. Therefore, higher levels of priming protection result in persistence of the pathogen below $R_0 < 1$. (Parameters: $a = 2$, $b = 1$, $h = 0.1$, $\alpha = 1$, $\beta = 2$, $\tau = 0$, $c = 0$, $f_x = 1$, and $f_p = 1$. Solid lines represent a stable population and dashed lines represent an unstable population).
close to a regular cycle, but in fact never return to the same point and hence do not complete a true cycle [28].

4. DISCUSSION

By using a theoretical model, we have shown that immune priming alters the likelihood of persistence of a pathogen and has pronounced destabilizing effects on the dynamics of host–pathogen populations. Furthermore, we demonstrated that the effects of immune priming depend on: (i) the proportion of susceptible individuals that become primed; (ii) the level of protection on future exposure which immune priming provides, and importantly; (iii) the reproductive costs to the host of priming and infectiousness. In addition, seasonality in birth rate and, in particular, transmission further destabilize a system with immune priming. The difference in dynamics between traditional SIR-type models and the SPI model developed here highlights the need to consider immune priming, which may be a widespread phenomena, and the way in which immunity occurs more generally, when exploring and predicting infectious disease dynamics.

The focus of many host–pathogen studies is on the critical value of $R_0 = 1$, where the pathogen is able to invade a disease-free host population. In traditional SIR models, this condition is identical to the condition of pathogen persistence in an endemic population. However, in the SPI system, we have shown that when a large proportion of hosts are immune-primed following exposure to a pathogen but priming does not result in full immunity, there can be bistability such that the pathogen can
The endemic equilibrium is reached via damped oscillations when priming is low \( p = 0.2, q = 0.5 \). More prolonged damped oscillations occur when priming is increased within the stable endemic region \( p = 0.4, q = 0.5 \).

Limit cycles occur when priming is increased again \( p = 0.7, q = 0.6 \). Limit cycles of greater amplitude but reduced frequency are evident when priming is increased further \( p = 0.8, q = 0.6 \).

Figure 3. The nature of the SPI system dynamics. (Parameters: \( a = 2, b = 1, h = 0.1, \alpha = 1, \beta = 2, \gamma = 0.5, \epsilon = 0, f_c = 0.2, f_e = 0.5 \).) (a) The endemic equilibrium is reached via damped oscillations when priming is low \( p = 0.2, q = 0.5 \). (b) More prolonged damped oscillations occur when priming is increased within the stable endemic region \( p = 0.4, q = 0.5 \). (c) Limit cycles occur when priming is increased again \( p = 0.7, q = 0.6 \). (d) Limit cycles of greater amplitude but reduced frequency are evident when priming is increased further \( p = 0.8, q = 0.6 \).
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remain endemic when \( R_0 < 1 \). This is owing to the ability of the pathogen to infect primed as well as susceptible hosts. To invade a disease-free population, the pathogen still requires \( R_0 > 1 \) to spread quickly enough in the susceptible population to persist. However, if the disease is already endemic, even if the susceptible population is low such that \( R_0 \) may be less than unity, the pathogen is still able to gain enough infections from primed hosts (albeit at a reduced rate) to persist in the population. This phenomenon is caused by a backward bifurcation at \( R_0 = 1 \) and a subsequent fold bifurcation at a lower \( R_0 \) value, and has also been found in models which consider vaccination strategies [29,30]. Clearly, this result has important consequences for disease control, because in a system that exhibits immune priming, simply reducing the pathogen \( R_0 \) to less than unity, may not suffice to eradicate disease.

When disease affects fecundity in the SPI model, and priming rate is high, limit cycles occur, indicating instability. As primed individuals, as well as susceptible individuals can become infectious in the SPI system, the length of a disease epidemic may be longer than expected. This, combined with a reduction in replenishment of susceptibles owing to fecundity costs, means that instead of maintaining a stable endemic equilibrium, limit cycles occur where the population undergoes periodic crashes before increasing again. These limit cycles act as indicators of population instability as theoretically population crashes, with the addition of stochastic events, may result in epidemic fadeouts. In addition to systems exhibiting immune priming, limit cycles may also be found in systems where transmission is via free-living infectious stages [27], infection is sublethal [31] and there is latency between exposure and infection and immunity wanes over time [32]. However, limit cycles never result from basic classic models, including susceptible–infected, SIS or SIR even when fecundity costs of infection are present. Interestingly, while the advantages of immune priming at the individual level will probably be greatest for hosts that suffer a high reproductive cost of infection, results from the model suggest that the destabilizing effects of immune priming will be greatest in systems where the host incurs a high reproductive cost of infection. The duration for which hosts remain immune-primed is not well studied; however, the results of this model demonstrate that although limit cycles are most likely to occur when priming does not wane over time, limit cycles still persist in a population where organisms remain primed for only a short proportion of their lifespan. Specifically, cyclic population dynamics are seen when hosts remain primed for greater than one fifth of their lifespan (i.e. \( c < 5 \)). Consideration of the population-level effects of priming as well as individual-level effects will be important when examining immune priming potential further and in an evolutionary context.

Seasonal fluctuations in environmental factors such as rainfall and temperature [33–35] influence host demographic factors such as birth and death rate [20,36] and epidemiological factors such as pathogen transmission and host immunity [37,38] and are well known to drive population dynamics. We have shown that the inclusion of seasonality in both birth rate and transmission add complexity to the population dynamics and add to the instability of the SPI system. Seasonal forcing in transmission rate has a greater impact on the dynamics than seasonal forcing in birth rate. This is concurrent with traditional human epidemiological models and is thought to be owing to the fact that changes in transmission effect the system over a shorter time period than changes in birth rate [20].

Evidence for a mechanism behind immune priming in invertebrates is limited. The presence of immune priming has been inferred empirically using many criteria including reduced fecundity costs of Pasteuria ramosa in D. magna from mothers exposed to this bacterium [12]. However, substantial evidence suggests that immune priming does result in reduced prevalence of the pathogen. Roth & Kurtz [39] showed that primed Porcellio scaber had greater phagocytic activity leading to reduced prevalence of
bacteria compared to controls. In addition, Tidbury et al. [10] found a reduced probability of infection with an obligate killer following previous exposure and therefore reduced prevalence of the pathogen in the population. Also, Sadd & Schmid-Hempel [9] showed increased clearance of bacteria in the haemolymph and therefore reduced prevalence in previously exposed B. terrestris compared with controls. Our model represents a natural form of immune priming where density-dependent exposure to pathogen in the environment does not always result in infectiousness but may increase protection on subsequent pathogen challenge. This model is therefore distinct from traditional human epidemiology models, including SIR models, where individuals are infectious prior to developing immunity, susceptible–exposed–infectious–recovered where there is a time lag between being exposed and becoming infectious, and vaccination models where individuals become immune independent of the abundance of the pathogen in the population. The damped oscillatory dynamics seen with traditional models compared with the cyclic dynamics seen with high priming in the SPI model reported here further highlight how different this model is from more traditional models. We do not investigate the implications of immune priming which may occur following recovery from infectiousness then subsequent exposure to a pathogen (i.e. S–I–S–P). However, we do not expect this to change the qualitative outcome of the SPI model but it presents an interesting avenue for further extension of the model.

For greatest clarity and applicability, some important features of insect–pathogen interactions have been excluded from the model. Often, there is a strong negative correlation between host development stage and susceptibility to pathogen infection, with early instar larvae being most susceptible and adults being completely resistant in some systems [6,40]. We find that transgenerational immune priming has less effect on disease prevalence than within generation immune priming, but the relative importance of within and transgenerational immune priming has been found to depend on the life-history–stage-specific nature of the host–pathogen interaction [41]. While there is no stage structure included in the SPI model, future investigations may benefit from the addition of stage structure. Also, we assume for simplicity, a single host–pathogen interaction but appreciate that complex multiple-host, multiple-pathogen interactions are common in nature [42]. There seems to be a lack of generality in the specificity of immune priming.
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protection with some studies concluding that protection is general [43] while some studies find evidence for specificity of protection [9,39]. There is also evidence that immune priming to one pathogen may actually increase susceptibility to another pathogen [44]. The specificity of immune priming protection is likely to contribute to the population-level consequences of priming in complex interacting populations of hosts and pathogens, and requires further empirical and theoretical study.

Our primary focus has been on invertebrate systems, but priming of immunity may be more widespread. The key aspect of immune priming is that, when exposed to disease, hosts may quickly become immune and, crucially, without ever having become infectious. Exposure to a low level of pathogens that does not result in infectiousness is likely to feature in many host–pathogen interactions across multiple taxa. Although perhaps gaining little attention, instances may exist where humans and other animals test positive for pathogen antibodies without any evidence of infectiousness. There is therefore scope for this model to be applied to non-invertebrate systems including humans.

Immune priming has important implications for pathogen persistence and host–pathogen population dynamics. Immune priming, while beneficial for the individual host, may increase the persistence of pathogen and destabilize host–pathogen populations. This work has made general predictions of when this destabilization is likely to occur and we emphasize that immune priming needs consideration and inclusion into models of specific disease interactions in order to understand the host–pathogen dynamics accurately.
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