A novel method for estimating the number of species within a region
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Ecologists are often required to estimate the number of species in a region or designated area. A number of diversity indices are available for this purpose and are based on sampling the area using quadrats or other means, and estimating the total number of species from these samples. In this paper, a novel theory and method for estimating the number of species is developed. The theory involves the use of the Laplace method for approximating asymptotic integrals. The method is shown to be successful by testing random simulated datasets. In addition, several real survey datasets are tested, including forests that contain a large number (tens to hundreds) of tree species, and an aquatic system with a large number of fish species. The method is shown to give accurate results, and in almost all cases found to be superior to existing tools for estimating diversity.

1. Introduction

Estimating how many species occupy a region from sample data is an important research area in biodiversity science and ecology [1–5]. Such estimates have numerous applications, including the comparison of relative richness of different ecosystems [6], the evaluation of different sampling methodologies [7], the identification of ‘hot-spot’ areas for conservation action [8,9], the estimation of the total number of species on the planet [10,11] and monitoring changes in the number of species in time to allow for inference of climatic effects or other disturbances.

Various methods have been used to study these problems, including log–log [1] and log–linear [4] species area curves, the Chao statistic [12], bootstrap and extrapolation methods [13], jackknife estimates [14], and the abundance coverage-based estimator (ACE) [15,16]. Each method makes different statistical assumptions about the ways in which species form communities. Good reviews of the available methods may be found in earlier studies [6,13,17–19]. There is little ecological theory or evidence to support any one of these methods over the others [20] and the results of the various estimators can be substantially different. Without a well-grounded theory, species richness estimation methods can be compared only by empirically testing on benchmark ecosystem datasets that are mapped out in detail. There has been recent interest [6,15,17,18,21] in resolving the differences in the various estimation methods and it is now understood to be a research direction that needs much more attention.

Here, we present a new approach based on asymptotic analysis of sampling data. To set the stage, we suppose that the true number of species in the entire area under investigation is \( S^* \). Suppose also that we have accurate surveys of \( n \) quadrats that together only cover a small part of the total area. Given that the number of species is known in each quadrat, is it possible to estimate the total number of species, \( S^* \)?

In answering this question, our starting point, as in many other studies (e.g. [13]), is the well-known expression

\[
S(n) = \sum_{j=1}^{n} \left[ 1 - (1 - p_j)^n \right].
\] (1.1)
Figure 1. Barro Colorado Island f(x). (a) We order the \(p_j = f(j/S')\), the probability that species \(j\) is found on a single quadrate, in the BCI dataset calculated with quadrats of \(30 \times 30\) m. The \(p_j\) are plotted here as a function of \(x = j/S'\). The convex shape is evident. (b) A zoom in on the small rectangle in the bottom left corner of panel (a). The solid line is a quadratic fit (see text) to \(f(x)\) for small \(x\); that is, the rare species.

This expression relates the expected number of species \(S(n)\) found in samples of \(n\) quadrats to the total true number of species \(S'\) in the region. In this formula, \(p_j\) is the probability that species \(j\) is found in a single quadrate. The term \((1 - p_j)^n\) is thus the probability that species \(j\) is not found in any of the \(n\) quadrats, and therefore \(1 - (1 - p_j)^n\) is the probability it is found in at least one out of \(n\) quadrats. Hence the sum is equal to the mean number of species found in \(n\) quadrats.

Previous methods typically assume specific functional forms for \(S(n)\), such as exponential or hyperbolic [13], and extrapolate from the data to estimate \(S'\), which from equation (1.1) is equal to the large \(n\) limit of \(S(n)\). Our approach, on the other hand, assumes a general smooth but unknown scaling functional form for the \(p_j\) probabilities, from which we deduce an asymptotic form for \(S(n)\) to estimate \(S'\) in the large \(n\) limit. A similar approach has been presented recently by Chao et al. [22] to determine asymptotic relations between low species abundance numbers (see also [17]). Although the asymptotic methods described are similar to ours, the underlying assumptions are quite different. Our asymptotic forms are derived in appendix A where comparisons are made with the work of Chao et al. [22].

This article is organized as follows. In §2, we outline the derivation of the estimation method and describe the main assumptions on which it is formed. In §3, we first show that the method gives good results for randomly generated datasets in various scenarios. Following this, we test our method in comparison with other estimation techniques on various real datasets. These results typically show that in most cases our method outperforms others. In §3b, we present an analysis of the asymptotic \(S(n)\) curves for a large number of samples. This analysis shows that the expected behaviour in the large \(n\) regime is as our theory predicts, therefore validating our underlying assumptions. Finally, in §4, we summarize our main findings.

2. Material and methods

The values of the \(p_j\) in equation (1.1) are unknown. We can, however, assume without loss of generality that the species are ordered or labelled so that

\[0 < p_1 \leq p_2 \leq \cdots \leq p_{S'} \leq 1.\]

for \(0 \leq x \leq 1\) as

\[p_j = f\left(\frac{j}{S'}\right),\quad j = 1, 2, 3, \ldots, S'.\]

where \(x = j/S'\). Such a function will always exist though its precise functional form, by definition, is unknown. We assume only that \(f(x)\) is continuous and convex, and that \(f(0) = 0\). These assumptions are justified from observing ordered \(p_j\) of real datasets, which reveals that there are typically many rare species and that the \(p_j\) curve rises very gradually close to the origin that leads to a convex form. To illustrate this, figure 1 shows \(p_j\) for quadrats of \(30 \times 30\) m (0.09 ha) within the Barro Colorado Island (BCI) forest dataset [23–25]. Figure 1a shows \(p_j\) for all species—it is evident that it has the convex form that we assume. Figure 1b is a zoom in on small \(j/S'\) (the rare species). The solid line is a quadratic fit \(y = 0.42x^2 - 0.008x + 0.0013\). Note that the coefficient of the quadratic term is several orders of magnitude larger than the others, indicating that the dominant term is the quadratic and not the linear or constant terms. The general shape of the curve and the quadratic fit confirm our assumptions about \(f(x)\). We discuss this further in §3b.

To continue the outline of the derivation, we express equation (1.1) as

\[S(n) = S' \left(1 - I(n)\right),\]

with \(I(n) = \sum_{j=1}^{S'} (1 - p_j)^n\). For large \(S'\), given our assumptions, we can approximate \(I(n)\), using equation (2.2), as an integral

\[I(n) = \frac{1}{S'} \sum_{j=1}^{S'} \left(1 - f\left(\frac{j}{S'}\right)\right)^n \sim \int_0^{S'} (1 - f(x))^n dx.\]

For large \(n\), the integrand in equation (2.4) is sharply peaked about its maximum, which by our assumptions occurs at \(x = 0\). The asymptotic form of \(I(n)\) in equation (2.4) for large \(n\) is then obtained by expanding the integrand around \(x = 0\). Because of this sharp maximum, the terms for \(f(x)\) close to \(x = 0\) contribute mostly to the final value of the integral. In mathematical terms, this is known as Laplace’s method [26]. In short, the Laplace approximation method allows one to isolate the terms which contribute the most to the sum in equation (1.1), terms with \(p_j \ll 1\), and thus obtain an accurate estimate for the total number of species. Therefore, instead of calculating a complicated integral, we just take the final value of the integral. In mathematical terms, this is known as Laplace’s method [26]. In short, the Laplace approximation method allows one to isolate the terms which contribute the most to the sum in equation (1.1), terms with \(p_j \ll 1\), and thus obtain an accurate estimate for the total number of species. Therefore, instead of calculating a complicated integral, we just take the final value of the integral. In mathematical terms, this is known as Laplace’s method [26]. In short, the Laplace approximation method allows one to isolate the terms which contribute the most to the sum in equation (1.1), terms with \(p_j \ll 1\), and thus obtain an accurate estimate for the total number of species. Therefore, instead of calculating a complicated integral, we just take the final value of the integral. In mathematical terms, this is known as Laplace’s method [26]. In short, the Laplace approximation method allows one to isolate the terms which contribute the most to the sum in equation (1.1), terms with \(p_j \ll 1\), and thus obtain an accurate estimate for the total number of species. Therefore, instead of calculating a complicated integral, we just take the final value of the integral. In mathematical terms, this is known as Laplace’s method [26].
densities of species. The same statement in fact applies to the Chao statistic [12] and jackknife estimates [14,27] that are determined by species with low abundance numbers (specifically singletons and doubletons). Intuitively, individuals of the rarer species are far less likely to be observed in a random collection of quadrats that samples only a small part of the total region. Thus, in the derivation rarer species are given a higher weight when calculating the integral.

Although the functional form of \( f(x) \) is not known, based on our assumptions it is reasonable to assume that for small \( x \)

\[
f(x) \sim ax^n \quad \text{where} \quad a > 0 \quad \text{and} \quad x \ll 1. \quad (2.5)
\]

If \( a = 1 \), this would correspond to a linear form so that the probability that species \( j \) is found in a quadrat increases linearly with the species index \( j \). If \( a = 2 \), this would correspond to a quadratic increase. For real datasets, we have found \( a = 2 \) is often the more realistic choice (see §3b). If one makes the additional assumption that \( f(x) \) is smooth around \( x = 0 \), and recalling that \( f(0) = 0 \), one can make the power series approximation

\[
f(x) = x^n(a_0 + a_1x + a_2x^2 + \cdots). \quad (2.6)
\]

Inserting this expression in the integral of equation (2.4), Laplace’s method allows us to find the asymptotic form of \( I(n) \) and thus \( S(n) \) in equation (2.3) (see appendix A for details). Because of the sharp maximum in the integrand, around \( x = 0 \), the terms for \( f(x) \) that contribute mostly to the final value of the integral are readily identified. As shown in appendix A, based on the simplest approximation for \( f(x) \), \( S(n) \) in equation (2.3) has the asymptotic form

\[
S(n) \sim S^* \left(1 - \frac{A}{n^{1/\alpha}}\right) \quad (2.7)
\]

for large \( n \) (and \( S^* \)), where \( A \) is a constant. For \( a = 1 \), equation (2.7) is simply an asymptotic version of the well-known and popular two-parameter hyperbolic (or Michaelis–Menten) model for \( S(n) \) [13]. In general, equation (2.7) implies that a plot of \( S(n) \) versus \( n^{-1/\alpha} \) should approach a straight line with intercept \( S^* \) and slope \( -AS^* \) for large \( n \). In §3b, we explicitly show this asymptotic behaviour for several datasets.

We refer to \( S(n) \) as calculated by equation (2.7) as our first-order predictor for the total number of species \( S^* \) (from here on ‘Laplace 1’). In practice, even better estimates of \( S^* \) may be achieved by refining the model to include higher-order terms obtained directly from Laplace’s method. The second-order approximation (from here on ‘Laplace 2’) which is derived in appendix A is given by

\[
S(n) \sim S^* \left(1 - \frac{A}{n^{1/\alpha}} + \frac{B}{n^{2/\alpha}}\right). \quad (2.8)
\]

Assuming that the function \( f(x) \) is convex and analytic, the parameter \( \alpha \) appearing in the equations of Laplace 1 and 2 is chosen to take the value \( \alpha = 2 \), as discussed in §3b. As we have already noted, and as shown in figure 1, this choice works extremely well for the BCI data and other datasets we test. Thus, working with the species accumulation curve \( S(n) \) obtained from quadrat data, one can numerically fit model equation (2.8) to estimate the three parameters \( A, B \) and (most importantly) total species numbers \( S^* \).

As discussed shortly, Laplace 2 is our model of choice because of its accurate estimates and relative ease of implementation. In the following section, we present some case studies and compare our model predictions with those of others mentioned previously.

3. Results

(a) Analysis of real and simulated datasets

We first show that the method yields accurate and consistent estimates based on computer-generated random datasets. This requires the construction of a random set of \( n_q \) quadrats which can be considered typical samples of the entire area. The species accumulation curve \( S(n) \) may then be obtained from the sampled quadrats. Although there are numerous ways to achieve this, the method suggested below appears to have the most advantages.

(i) First, it is necessary to choose the \( p_i \), the probabilities that species \( j \) is found on a given quadrat. To accomplish this, we select an arbitrary polynomial \( f(x) \) (polynomial of \( x = j/S^* \) satisfying our basic assumptions, so that \( f(x) \) is of the form:

\[
f(x) = x^a(a_0 + a_1x + a_2x^2 + \cdots). \quad (3.1)
\]

For test purposes, we chose rather arbitrarily the convex monotonically increasing function \( f(x) = 0.23(x^2 + x^3 + x^4) \), but note that the results we present are quite robust to changes in the polynomial coefficients.

(ii) We then ‘build’ the \( n_q \) quadrats by randomly selecting the species present on each quadrat. Essentially, this requires scanning over all \( S^* \) species and allowing species \( j \) to reside on a given quadrat with probability \( p_i \).

(iii) Once the \( n_q \) quadrats are generated, it is possible to construct the \( S(n) \) curve. As mentioned, \( S(n) \) is the number of species observed in \( n \) of the total \( n_q \) quadrats. In our case, the order of the accumulation of species among the \( n \) quadrats is insignificant, and therefore, in order to get a smooth \( S(n) \) curve, we averaged over 100 permutations out of the \( n_q \). This randomization process is described and elaborated by Colwell & Coddington [13, §4a].

(iv) A standard MATLAB routine (nlinfit) is then used to fit model equation (2.8) to the \( S(n) \) curve to obtain the estimate for \( S^* \), the number of species. Carrying out the fit actually means we are extrapolating the \( S(n) \) curve for \( n \to \infty \).

One should note that in the case of random data, which are generated according to the above procedure, the quadrat size is irrelevant whereas \( p_i \) determines directly the probability that a species will be in a quadrat. However, when analysing real data, given that the number of quadrats is fixed, then the quadrat size will obviously have a large impact on the estimation capability.

Figure 2a–c demonstrates how the method works. The diamond markers are the values for \( S(n) \) as a function of the number of quadrats \( n \). The curves are fitted with the first- and second-order models to obtain the estimated number of species. Figure 2a,b is for random datasets generated with \( f(x) = 0.23(x^2 + x^3 + x^4) \) with 320 species, while figure 2c is for the BCI dataset (also 320 species with a quadrat size of 25 × 25 m).

Looking more closely at figure 2a,b, based on \( n = 8 \) quadrats, one observes the curve begins with \( S(1) = 53 \) and ends with \( S(6) = 170 \). The goal of the predictor is to extrapolate the graph for large \( n \). Clearly, by eye alone it is impossible to make an accurate guess for \( S^* \) where the curve saturates.
Figure 2. The three panels demonstrate how the method works. In panels (a,b), we used \( f_1(x) = 0.23(x^3 + x^3 + x^3) \), (a) Laplace 1 with random data, (b) Laplace 2 with random data, and (c) Laplace 2 with BCI data.

Table 1. The table shows the mean and standard deviation of the number of species estimated for 500 repetitions.

<table>
<thead>
<tr>
<th>( n_q )</th>
<th>order</th>
<th>random, ( f_1(x) ) ( S^* = 200 )</th>
<th>random, ( f_2(x) ) ( S^* = 320 )</th>
<th>random, ( f_3(x) ) ( S^* = 320 )</th>
<th>BCI, ( S^* = 320 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>first</td>
<td>144 ± 6</td>
<td>229 ± 8</td>
<td>197 ± 10</td>
<td>235 ± 10</td>
</tr>
<tr>
<td>20</td>
<td>first</td>
<td>160 ± 5</td>
<td>256 ± 6</td>
<td>247 ± 7</td>
<td>259 ± 7</td>
</tr>
<tr>
<td>8</td>
<td>second</td>
<td>184 ± 11</td>
<td>293 ± 15</td>
<td>303 ± 18</td>
<td>284 ± 16</td>
</tr>
<tr>
<td>20</td>
<td>second</td>
<td>189 ± 7</td>
<td>302 ± 9</td>
<td>328 ± 11</td>
<td>297 ± 10</td>
</tr>
</tbody>
</table>

Yet the second-order predictor remarkably estimates \( S^* \) within 5–10% of the true value (\( S^* = 320 \)).

Table 1 summarizes results for several scenarios including results for random datasets generated with two functions \( f_1(x) = 0.23(x^3 + x^3 + x^3) \) and \( f_2(x) = 0.3x^2 \). The general trends are that the method is more accurate (i) when using second order instead of first order, (ii) when the number of quadrats is increased and (iii) when the number of species is larger. Moreover, the method is robust to different choices of the function \( f(x) \). Overall, table 1 shows that our method gives accurate estimates with a relatively small number of quadrats.

In order to examine our method in detail, we used five forest datasets (BCI, Sherman, Cocoli, Luquillo and Oosting [23–25]), a fish survey dataset consisting of data of 243 hauls from the Mediterranean Sea [28], and a random dataset created as previously described. The parameters we used and general information regarding the datasets is summarized in table 2. For each dataset, we tested eight methods, of which three were parametric: Laplace 2, Negative exponential and Michaelis–Menten (the last two involve fitting the \( S(n) \) curve to functions \( A(1 - \exp(-Bn)) \) and \( An/B + n \), respectively). The other five were non-parametric: Chao 2, jackknife first and second order, bootstrap [13], and ACE [15,16], which are all based on different statistics of the quadrat data. Figure 3 shows the results of the comparison of the methods for all datasets except Oosting, which is found in the electronic supplementary material.

We note from the results of the comparison that when the number of species is large (figure 3a–c,f) the Laplace 2 predictor outperforms the other methods tested. As the theory is based on an asymptotic expansion for a large number of species and for a large number of quadrats, this is expected. But even for a smaller number of species Laplace 2 appears at least as good as any other method, and with smaller confidence intervals. What also stands out is that the same pattern of relative success of the different predictors repeats itself for different datasets (e.g. negative exponential always underestimates by a large percentage, Chao 2 has relatively large confidence intervals, etc.).

In addition to comparing the various methods on different datasets, we performed an analysis comparing the different methods for different sampling areas (number of quadrats). The results of this analysis are in figure 4. It is

Table 2. Summarized information regarding the datasets used.

<table>
<thead>
<tr>
<th>dataset</th>
<th>area (ha)</th>
<th>location</th>
<th>species no.</th>
<th>( n_q )</th>
<th>quad. size (m x m)</th>
<th>total area sampled (ha)</th>
<th>per cent sampled</th>
<th>no. individuals per quadrat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barro</td>
<td>50</td>
<td>Panama</td>
<td>320</td>
<td>20</td>
<td>30 x 30</td>
<td>1.8</td>
<td>3.6</td>
<td>≈660</td>
</tr>
<tr>
<td>Colorado Island</td>
<td>5.96</td>
<td>Panama</td>
<td>239</td>
<td>15</td>
<td>20 x 20</td>
<td>0.6</td>
<td>10</td>
<td>≈160</td>
</tr>
<tr>
<td>Sherman</td>
<td>4</td>
<td>Panama</td>
<td>177</td>
<td>20</td>
<td>20 x 20</td>
<td>0.8</td>
<td>20</td>
<td>≈100</td>
</tr>
<tr>
<td>Cocoli</td>
<td>16</td>
<td>Puerto Rico, USA</td>
<td>90</td>
<td>40</td>
<td>20 x 20</td>
<td>1.6</td>
<td>10</td>
<td>≈30</td>
</tr>
<tr>
<td>fish survey</td>
<td>–</td>
<td>Mediterranean Sea</td>
<td>144</td>
<td>25</td>
<td>–</td>
<td>243 (hauls)</td>
<td>10</td>
<td>≈310</td>
</tr>
</tbody>
</table>
apparent that increasing the area covered by the quadrats leads to better and more accurate estimates of the number of species. Again, the pattern of relative success of the different methods is preserved for different fractions sampled of the total area.

(b) Asymptotic analysis of empirical data
In order to find the best-fitting $\alpha$ parameter, we analysed empirical datasets for their asymptotic behaviour. As we are interested in the limit of large $n$ and large $S^*$, we chose the datasets of BCI, Sherman and Cocoli, as they have a large number of species and contain a relatively large area, enabling us to use a large number of quadrats. For each dataset, we generated many repetitions of the $S(n)$ curve for large $n$. In figure 5, we show the resulting $S(n)$ curves plotted versus $n^{-1/2}$ and below them versus $n^{-1}$. It is evident that the linear fits in figure 5a–c are much more accurate than the linear fits in figure 5d–f. For this reason, throughout the analysis we chose $\alpha = 2$. It is worthwhile to note also that the confidence intervals become smaller for a larger number of quadrats $n$ (smaller $n^{-1/2}$), as is expected by theory based on a large $n$ approximation.

4. Discussion
In this work, we presented a novel method to tackle the problem of species number estimation based on quadrat data.

Figure 3. We compared the performance of eight different estimation methods in five real datasets taken from the literature and with a randomly generated dataset. In all cases, the true number of species of the whole area was known. The methods are: A, Laplace 2; B, negative exponential; C, Michaelis–Menten; D, Chao 2; E, jackknife 1; F, jackknife 2; G, bootstrap; H, ACE. It is notable that Laplace 2 outperforms the other methods in the BCI, Sherman, Cocoli and random datasets, and does at least as equally well as jackknife 2 for the Luquillo and fish survey datasets.

Figure 4. A comparison of the methods using the BCI data. Each panel analyses a different percentage of the area as covered by the sampled quadrats. A, Laplace 2; B, negative exponential; C, Michaelis–Menten; D, Chao 2; E, jackknife 1; F, jackknife 2; G, bootstrap; H, ACE.
Figure 5. Panels (a–c) include $S(n)$ medians and confidence intervals plotted versus $n^{-1/2}$ (circles and error bars) for BCI, Sherman and Cocoli datasets. In panels (d–f), $S(n)$ is plotted versus $n^{-1}$. The dashed lines are linear fits. The figure empirically shows that when the number of quadrats is large $S(n)$ approaches the behaviour we predict, that is equation (2.4) $S(n) \sim S'(1 - (An^{1/2}))$. It is notable that plotting versus $n^{-1/2}$ gives much better linear fits than plotting versus $n^{-1}$, therefore corroborating our theory.

We have tested the method in several scenarios, showing that it gives accurate results and outperforms other existing methods in most cases, and performs as well as the jackknife second-order method when the number of species is small. In addition, we have empirically demonstrated that our model’s underlying assumptions are fulfilled, therefore reinforcing its reliability. We found that our model is insensitive to details of quadrat choices and different $p_i$ probabilities, and therefore is a good candidate to be used in new areas that are being sampled.
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Appendix A

Laplace’s method [26] is concerned with the asymptotic evaluation of integrals of the form

$$L(n) = \int_a^b e^{nh(x)}g(x)dx,$$  \hspace{1cm} \text{(A1)}

in the limit of large $n$. In this limit, the exponential term in equation (A1) becomes sharply peaked about its maximum. The method then involves expanding $h(x)$ around its maximum and retaining only the leading order terms in this expansion. In our particular case, equation (2.4), $a = 0$, $b = 1$, $g(x) = 1$ and

$$h(x) = \log(1 - f(x)),$$ \hspace{1cm} \text{(A2)}

with the maximum of $h(x)$ occurring at the endpoint $x = 0$. For the assumed functional form, equation (2.5) for $f(x)$ near $x = 0$, i.e.

$$f(x) = x^\alpha(a_0 + a_1x + a_2x^2 + \cdots) \quad \alpha \geq 1, \quad a_0 > 0.$$ \hspace{1cm} \text{(A3)}

Expansion of the logarithm in equation (A2) gives to leading order (when $\alpha \geq 1$)

$$h(x) = -f(x) - \frac{1}{2} f''(x) - \cdots$$

$$= -a_0 x^\alpha - a_1 x^{\alpha+1} - \cdots - \frac{1}{2!} x^{2\alpha}$$ \hspace{1cm} \text{(A4)}

where

$$\alpha = \begin{cases} a_1, & \text{when } \alpha > 1 \\ a_1 + \frac{a_2}{2}, & \text{when } \alpha = 1. \end{cases}$$ \hspace{1cm} \text{(A5)}

To leading order for $\alpha \geq 1$ and large $n$ we then have

$$I(n) = \int_0^1 e^{nh(x)}dx$$

$$= \int_0^1 \exp(-n a_0 x^\alpha - n a_1 x^{\alpha+1} - \cdots)dx.$$ \hspace{1cm} \text{(A6)}

Changing variables to $x = n^{-(1/\alpha)}y$, we then have

$$I(n) \sim n^{-(1/\alpha)} \int_0^{n^{(1/\alpha)}} \exp[-a_0 y^\alpha] \exp[-\frac{a}{n^{(1/\alpha)}} y^{1+a}] dy$$

$$\sim n^{-(1/\alpha)} \int_0^{1} e^{-\gamma y^\alpha} \left[ \frac{a}{n^{(1/\alpha)}} y^{1+a} \right] dy$$ \hspace{1cm} \text{(A7)}

$$= An^{-(1/\alpha)} - Bn^{-(2/\alpha)}$$ for $n \gg 1.$
where

\[ A = \int_0^\infty e^{-a x^2} \, dx \quad \text{and} \quad B = a \int_0^\infty y^{1/2} e^{-a x^2} \, dy \]  

(A 8)

are constants expressible in terms of gamma functions (depending on \( \alpha \)) [26]. Substituting the leading order terms in equation (A 7) into equation (2.3) gives the required results of equations (2.7) and (2.8).

For comparison, the work of Chao et al. [22] is primarily concerned with asymptotic estimates for frequency counts \( f_n \) of species represented by \( k \) individuals from a sample of \( n \).

In our notation, from equation (1.1), the expectation value \( E(f_0) \) of \( f_0 \) for example, is given by

\[ E(f_0) = \sum_{j=1}^S E[(1 - p_j)^n]. \]  

(A 9)

Chao et al. [22] assume that \( p_j \geq a \) for \( j = 1, 2, \ldots, S \) and that the \( p_j \) have ‘a common marginal density \( g(x) \)’ so that one has the following equation (before eqn 6 in [22]):

\[ E(f_0) = S^+ \int_0^1 (1 - x)^n g(x) \, dx, \]  

(A 10)

which can be expressed as a Laplace integral (A 1) with

\[ h(x) = \log(1 - x). \]  

(A 11)

While our integral \( I(n) \) in equation (2.4) (see equations (A 2) and (A 6)) can be expressed in the form of equation (A 10) by changing variables to \( y = f(x) \), the resulting \( g(y) \) is typically singular at the maximizing point of \( h(x) \) (e.g. for \( f(x) = x^2 \), \( g(y) = 2y^{-1}(1/2) \)) and the Laplace method becomes invalid. Comparison of equations (A 2), (A 3) and (A 11) shows in fact that equation (A 10) is essentially a special case of \( \alpha = 1 \) in equation (A 7). In other words, the methods presented by Chao et al. [22] are confined to asymptotic expansions in powers of \( n^{-1} \), which we have shown in §3b to provide poorer fits to real data in comparison with equation (2.7).
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