The evolution of fairness through spite
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The presence of apparently irrational fair play in the ultimatum game remains a focal point for studies in the evolution of social behaviour. We investigate the role of negative assortment in the evolution of fair play in the ultimatum game. Spite—social behaviour that inflicts harm with no direct benefit to the actor—can evolve when it is disproportionally directed at individuals playing different strategies. The introduction of negative assortment alters the dynamics in a way that increases the chance fairness evolves, but at a cost: spite also evolves. Fairness is usually linked to cooperation and prosocial behaviour, but this study shows that it may have evolutionary links to harmful antisocial behaviour.

1. Introduction

The ultimatum game provides a standard model for studying fair behaviour [1–4]. The game involves two players: a proposer and a responder. The proposer suggests a division of a resource. The responder decides whether to accept the proposal. If the responder accepts, then both players receive the pay-off specified by the proposer, otherwise, neither player receives anything. The game can model fairness, because the proposer has the option to make fair offers, splitting the resource evenly, or unfair offers, biasing the pay-offs in her favour. The rejection of unfair offers by the responder is often interpreted as a punishment inflicted on the proposer for deviating from fairness. The expectation in rational decision settings, and many evolutionary settings, is that individuals should make unfair offers and accept any positive offer in return.

This expectation arises from the game’s unique subgame perfect solution. Assuming that the responder is rational and seeks to maximize her pay-off, then she should accept any offer that gives her a positive pay-off whether fair or unfair. And, given the rational response, it is rational to demand as much as possible. Experimental results, however, do not cohere with the expectations based on this reasoning, because subjects frequently make fair offers and reject unfair offers [5–7]. Explanations for the experimental behaviour in the ultimatum game often appeal to the evolutionary dynamics of strategies in the game. Despite the game’s simplicity and unique ‘rational’ solution, there are numerous potential evolutionary solutions. Many models show that fairness is a possible evolutionary outcome for this game [8–10]. Given the sacrificial nature of making fair offers and rejecting unfair offers, the evolution of fair behaviour is naturally linked to altruism [11,12]. By contrast, our study shows that the connection is not so straightforward—fairness may have darker evolutionary roots.

Positive assortment facilitates the evolution of altruism; if altruists tend to interact more frequently with other altruists, then such behaviour can avoid subversion by free riders and evolve by natural selection [3,13–15]. Similarly, negative assortment facilitates the evolution of spite, social behaviour that inflicts harm with no direct benefit to the actor and often at some cost; if harm is more frequently inflicted on different types, then spite can evolve [16–18]. Here, we present an evolutionary model of the ultimatum game to study the effects of introducing positive and negative assortment. While positive assortment has little effect, negative assortment tends to aid the evolution of fair behaviour. This occurs by the promotion of spiteful strategies that can, under negative assortment, destabilize the unfair subgame perfect solution. Fairness evolves because it is harder to spite. Introducing mutation [19,20] exacerbates the effect by destabilizing equilibria consisting of entirely fair behaviour, so that the only stable equilibrium involves a mix of spite and fair behaviour. In this way, mechanisms known for generating spiteful behaviour can facilitate the evolution of (partial) fairness.
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While the ultimatum game figures prominently in the social and decision sciences, it can also represent strategic interactions in biological systems when there is asymmetric competition over a resource. Suppose an organism arrives at a patch or territory first. The organism can defend most or all of the patch, or it can defend half. A second organism arrives and can challenge the first, at some cost or risk of injury, or accept the part of the patch left. In this way, the ultimatum game is similar to a hawk–dove game [21] except that moves are sequential instead of simultaneous. Parental investment in offspring—in terms of division of investment costs—is another area in biology where subgame perfect reasoning similar to that in the ultimatum game can be applied [22]. Thus, the results we describe here can apply to a large range of strategic settings in biological, social and cultural contexts.

2. The model

To examine the ultimatum game in an evolutionary setting, we consider a single continuous population where individuals are paired randomly to play the ultimatum game. We assume that there is an equal chance of being a proposer or a responder. Given the large number of possible strategies, we focus on a simplified version of the ultimatum game where the proposer may make only one of two offers, fair \(d = 0.5\) or unfair \(1 > d > 0.5\), and the responder has two thresholds for acceptance, any offer or only fair offers (figure 1). Unfair offers (when accepted) mean that the proposer receives \(d\) of the resource and the responder receives \(1 - d\). Rejected offers result in both parties getting nothing. A strategy in the game specifies what choice to make when in the role of the proposer (fair, unfair) and what choice to make when in the role of the responder (accept, reject). There are four possible strategies in this game: \(S_1 = \text{(fair, accept any)}, S_2 = \text{(unfair, reject unfair)}, S_3 = \text{(fair, accept any)}, S_4 = \text{(fair, reject unfair)}\). The pay-offs for each strategy pair are given in table 1.

The \(S_1\) strategy is subgame perfect. The \(S_3\) and \(S_4\) strategies both make fair offers as proposer. They differ in their response to unfair offers: \(S_3\) accepts any positive offer, whereas \(S_4\) rejects unfair offers. Hence, \(S_4\) is often described as a fair-minded strategy that punishes deviations from fairness, and \(S_3\) as a free rider that plays fair, but avoids the cost of punishing. The \(S_2\) strategy, by making unfair offers as proposer and rejecting unfair offers as responder, displays evolutionary spite. In all interactions, \(S_2\) acts to minimize the pay-off of the opponent, often at a cost. For this reason, we call \(S_2\) the spiteful strategy.

We model evolution of behaviour in this game using the replicator dynamics, where more successful strategies increase in relative frequency [23]. Let \(\pi(i, j)\) be the pay-off of strategy \(i\) against strategy \(j\), and let \(x_i\) represent the frequency of type \(i\) in the population. If individuals are paired randomly, then the fitness of strategy \(i\) in a population state \(X = (x_1, \ldots, x_n)\) is

\[
F(i, X) = \sum_j x_j \pi(i, j).
\] (2.1)

More successful strategies in the population increase in frequency proportional to the difference in fitness with the population average:

\[
\frac{dx_i}{dt} = x_i (F(i, X)) - \sum_j x_j F(j, X).
\] (2.2)

Although the subgame perfect equilibrium, a monomorphic population of \(S_1\), is the only evolutionarily stable state, it is not the only possible outcome of the replicator dynamics. The other possibility is a polymorphic population with some mixture of types \(S_3\) and \(S_4\) [8]. These polymorphic states are only stable in a weaker sense; evolutionary drift may carry a population to a point where \(S_1\) can invade [24,25].

To determine the relative significance of different evolutionary outcomes, we use numerical simulations with a discrete-time version of the replicator dynamics [26] to estimate the basin of attraction for each type of equilibrium. With random initial populations and \(d = 0.9\), 71.46% reached the subgame perfect equilibrium. Because subgame perfection, and the concomitant unfair behaviour at equilibrium, is the most likely result, many studies investigate mechanisms that may enhance the probability of reaching states of fair behaviour [4,9,27,28]. We focus on positive and negative assortment between strategies; these factors alter the evolutionary dynamics for the ultimatum game and have unexpected consequences for fair behaviour.

There are a number of mechanisms that can generate positive or negative assortment of strategies: spatial structure [29,30], population structure [31] and conditional strategies based on kinship [13], greenbeards [32] or co-evolving neutral markers [33]. Finite population size also generates some degree of negative assortment [34,35]. Given the range of possible assortment mechanisms, we modelled assortment generically by introducing a uniform exogenous factor that biases the probabilities of interactions between types in the population.

To capture positive assortment, we suppose that an individual interacts with another of the same type with probability \(r^+\), and interacts with a random individual in the population with probability \(1 - r^+\). When \(r^+ > 0\), there is positive assortment in the population, and the fitness function becomes

\[
F(i, X) = (1 - r^+) \sum_j x_j \pi(i, j) + r^+ \pi(i, i). \tag{2.3}
\]

For negative assortment, we suppose that individuals interact with a different type with probability \(r^-\), and interact with a random individual in the population with probability \(1 - r^-\). When \(r^- > 0\), there is negative assortment in the population, and the fitness function becomes

\[
F(i, X) = (1 - r^-) \sum_j x_j \pi(i, j) + r^- \sum_{j \neq i} \frac{x_j}{1 - x_i} \pi(i, j). \tag{2.4}
\]

The factors that bias assortment \((r^+ \text{ and } r^-)\) involve some important idealizations. For monomorphic populations, negative assortment is not possible. In these cases, we assume that
there is no pay-off received from interactions owing to negative assortment. Also note that while the fitness functions are frequency-dependent, the assortment factors are frequency-independent and uniform across types. This idealization permits a tractable analysis of the effects of positive and negative assortment on the evolutionary dynamics. However, it may not be realistic for all mechanisms of assortment. For instance, if assortment is due to individuals actively seeking out others of different types, or if some types negatively assort more effectively than others, then the assortment factor itself ($r^+$) may vary across types or exhibit frequency dependence. Such factors are important to consider for a complete account of the evolutionary effects of negative assortment, but would significantly complicate the analysis.

3. Results

Positive assortment promotes the evolution of altruism. The best-known instance of this is Hamilton’s rule. Suppose some strategy pays a cost $c$ to confer a benefit $b$ on another individual. Then, the condition for the spread of the altruistic strategy is $r^+ > c/b$. This is formally equivalent to Hamilton’s rule, because $r^+$ need not represent any measure of genetic relatedness; it is simply correlation between behavioural strategies [16,31].

Interestingly, positive assortment has little effect on the evolution of behaviour in the mini-ultimatum game (figure 2). There are two types of evolutionary outcomes: a monomorphic population consisting of only S1 and some polymorphic mixture between S3 and S4. The former corresponds to the subgame perfect strategy, the latter to a set of Nash equilibria where fair behaviour is maintained by threat of punishment. Discrete-time simulations also show that the basins of attraction for the two types of equilibria remain very close in size as positive assortment increases—between 71% and 73% of initial populations reached the subgame perfect state for values of $r^+$ between 0 and 0.3.

Negative assortment, on the other hand, promotes spite. Suppose that some strategy pays a cost $c$ to inflict a harm $h$ on another individual. The condition for the spread of the spiteful strategy is $r^+ > c/h$. The ultimatum game, while a standard for modelling fairness, has a connection to spite: when the responder rejects any positive offer, she pays a cost to inflict a cost. For the responder in the mini-ultimatum game, the cost of spite is the amount rejected $(1 - d)$, and the harm done to the proposer is the demand lost $(d)$. Without negative assortment, S2 is eliminated by selection, and for this reason, it is often ignored in evolutionary analyses of the ultimatum game. However, S2 becomes increasingly important as negative assortment is introduced. This opens the door for spite to evolve, and has some unexpected effects on the evolution of fair behaviour in the game.

The subgame perfect strategy is destabilized by spite with sufficient $r^-$. In addition, for a range of $r^-$ values, an S2–S3 polymorphism is evolutionarily stable (see appendix A). In these polymorphic populations, some individuals make fair offers, some make unfair offers, and there is a significant proportion of rejected unfair offers. Furthermore, if $r^- > (1 - d)/d$, then the subgame perfect strategy S1 is not stable, and the S2–S3 polymorphism begins attracting the majority of initial populations. The polymorphic mixtures of S3 and S4 are also still seen under these conditions, but no other populations are stable. As a result, there are ranges of negative assortment where all evolutionary outcomes involve some degree of fair behaviour even if not all individuals in these populations play fair. For example, when $d = 0.9$, there will be a stable S2–S3 equilibrium whenever $1/14 < r^- < 3/7$, and the S1 strategy is destabilized when $r^- > 1/9$ (figure 3).
We used numerical simulations to estimate the basins of attraction for each set of equilibria. As negative assortment increases, the basin of attraction for the \( S_3 - S_4 \) set of equilibria decreases, and the basin of attraction for the \( S_2 - S_3 \) equilibrium increases. However, because both equilibria involve at least partial fair behaviour, there is a nonlinear relationship between \( r^2 \) and the overall expectation that evolved behaviour will involve fair proposals. In general, evolution in populations with moderate levels of negative assortment leads to an increase in the frequency of fair offers compared with evolution in populations with random interactions. To see this, we can measure the expected frequency of fair behaviour in all evolved populations. Table 2 summarizes these results.

Including mutation in the evolutionary dynamics makes the effect of spite more dramatic. Suppose that, with probability \( \mu \), reproduction results in a random type \([19,20]\). If each strategy is equally likely to result from mutation, then the \( S_3 - S_4 \) populations are no longer stable and tend towards an equal mixture. Additionally, the presence of a small amount of \( S_1 \) and \( S_2 \) causes \( S_3 \) to become more prominent than \( S_4 \) and eventually leads to the evolution of \( S_1 \). This means that, with low values of \( r^- \), populations always evolve to a point close to the subgame perfect strategy \( S_1 \). With higher values of \( r^- \), populations always evolve to a point near the \( S_2 - S_3 \) equilibrium. In such cases, spite is the only thing that can maintain a substantial proportion of fair offers (figure 4).

4. Discussion

Introducing negative assortment of strategies—conditions that favour the evolution of spite—often increases the amount of fair behaviour in evolved populations. Rejecting a positive offer inflict a harm on the proposer at a cost to the responder: the proposer receives nothing rather than \( d \), and the responder receives nothing rather than \( (1 - d) \). Rejection of unfair offers can generate a relative advantage, if

<table>
<thead>
<tr>
<th>( r^- )</th>
<th>( r^- = 0 )</th>
<th>( r^- = 0.05 )</th>
<th>( r^- = 0.10 )</th>
<th>( r^- = 0.15 )</th>
<th>( r^- = 0.20 )</th>
<th>( r^- = 0.25 )</th>
<th>( r^- = 0.30 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>all-( S_1 ) state</td>
<td>0.7146</td>
<td>0.7084</td>
<td>0.5879</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>( S_3 - S_4 ) state</td>
<td>0.2854</td>
<td>0.2916</td>
<td>0.2732</td>
<td>0.2719</td>
<td>0.2611</td>
<td>0.2605</td>
<td>0.2427</td>
</tr>
<tr>
<td>( S_2 - S_3 ) state</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1389</td>
<td>0.7281</td>
<td>0.7389</td>
<td>0.7395</td>
<td>0.7573</td>
</tr>
<tr>
<td>% fair offers</td>
<td>0.2854</td>
<td>0.2916</td>
<td>0.3445</td>
<td>0.6060</td>
<td>0.5567</td>
<td>0.5070</td>
<td>0.4374</td>
</tr>
</tbody>
</table>

Figure 3. Increasing the degree of negative assortment in the population changes the evolutionary dynamics in the mini-ultimatum game \((d = 0.9)\). (a) The evolutionary dynamics with random interaction. (b) The dynamics with a negative assortment of \( r^- = 0.1 \). (c) The dynamics with \( r^- = 0.2 \).

Figure 4. Increasing the degree of negative assortment when including mutation \((d = 0.9, \mu = 0.001)\). (a) The evolutionary dynamics with random interaction. (b) The dynamics with a negative assortment of \( r^- = 0.1 \). (c) The dynamics with \( r^- = 0.2 \).

Table 2. Results from 10 000 numerical simulations on evolving populations. The table shows the frequency of occurrence for each type of equilibrium and the average proportion of fair offers in all simulated populations. \( d = 0.9 \) and initial populations were chosen randomly and uniformly from the population space.
the degree of negative assortment is sufficiently high \((r^− > (1 − d)/d)\). Put another way, negative assortment makes fairness more likely, because spite cannot generate the same relative advantage against fair behaviour. Rejection of fair offers, if they were to occur, could not generate any relative advantage, because the cost would equal the harm. However, negative assortment promotes fairness at the cost of also promoting spiteful behaviour. For most evolutionary outcomes, only partial fairness exists at equilibrium, because many individuals both make and reject unfair demands.

By contrast, negative assortment does not have this effect on a similar division of resource game, the Nash demand game [36]. In the Nash demand game, both players make simultaneous demands. If the demands equal or fall short of the value of the resource, then each player receives their demand; if the demands exceed the value, neither player receives anything. In this game, positive assortment aids the evolution of fair division [3]. The same is not true in the ultimatum game where positive assortment has little effect on the chance of avoiding the subgame perfect equilibrium. The subgame perfect strategy plays well against itself: two \(S1\) individuals will exploit one another depending on the proposer–responder roles and, if the probability of assuming each role is equal, do as well on average as two \(S4\) individuals playing one another. Instead, negative assortment and the spiteful \(S2\) strategy enhances the prospects for the evolution of fairness in the ultimatum game by destabilizing the \(S1\) equilibrium. While prosocial behaviour is often linked to positive assortment in other settings, the opposite promotes prosocial behaviours in the ultimatum game, though in a limited way.

Recall that our model represents negative assortment using a uniform exogenous parameter \((r^−)\). This formal representation abstracts away from the underlying mechanisms, though it may capture some more faithfully than others. For instance, small populations generate some negative assortment, because individuals do not interact with themselves. Thus, the distribution of strategies among potential interaction partners differs slightly from the distribution of strategies in the global population by degree \(1/(N − 1)\) for a population of size \(N\) [16]. Negative assortment generated from small populations in this way, or by other external ecological factors, fits well in our model with a constant \(r^−\). However, other mechanisms of negative assortment, such as conditional behaviour or partner choice, can be frequency-dependent or may themselves evolve over time [33,37]. How to extend our model to capture these nuanced mechanisms, and explore the evolutionary dynamics when negative assortment coevolves with spiteful behaviour, are open questions for future research.

The evolution of fairness through spite has the potential to make a significant impact on evolutionary investigations, particularly for human evolution. First, the negative assortment generated by small populations may have had an effect. Given that there is reason to believe that early humans lived in relatively small groups [38], intragroup evolutionary pressures may involve the effects of negative assortment of strategies. Furthermore, humans are cognitively capable of distinguishing in-group and out-group interactions, and can adopt behaviours conditional on group membership. Out-group interactions may involve significant degrees of negative assortment, which may be connected to the in-group favouritism and out-group negativity observed in social psychology [39].

Second, spite has some interesting and complex connections to punishment, a factor of importance in the evolution of social behaviour [40]. In the context of the ultimatum game, spite can be distinguished from punishment. Rejection of unfair offers by the \(S4\) strategy is usually interpreted as a punishment that can stabilize fair behaviour in the ultimatum game, though there is some disagreement over whether such punishment counts as altruistic [11] or spiteful [41]. By contrast, such rejection is not readily interpreted as punishment in the polymorphic \(S2–S3\) populations. It is natural to think of punishment as conditional harming behaviour that is directed at individuals in violation of a behavioural expectation. Punishment often incentivizes cooperative prosocial behaviour. By contrast, spite need not be directed at violations of an expectation, nor incentivize prosocial behaviour.

To see this, consider the two possible polymorphic equilibria in our model. In the stable \(S3–S4\) populations, fair behaviour is the norm. Rejections are observed only when a strategy is introduced that behaves contrary to this expectation. The \(S4\) rejection of unfair offers incentivizes fair behaviour in the ultimatum game in this context. However, in the \(S2–S3\) populations, there is no such expectation of fair behaviour, because unfair offers are common (as are rejections). Rejections in the \(S2–S3\) populations are instances of a behaviour that evolved owing to negative assortment. In evolutionary trajectories that lead to the stable \(S2–S3\) state, rejection involves paying a cost to inflict harm, and thereby reaping a relative advantage. The state is stable, because harming behaviour is disproportionally directed towards any invading types even when no behavioural differences may be observed. Thus, this equilibrium is not maintained by threat of punishment, but by the advantages of spite created through negative assortment.

Of course, both spite and punishment involve inflicting harm, often at a cost to the actor, and so we should expect close evolutionary ties between spite and punishment. They may coincide when, for instance, players keep track of reputation [42] or when reciprocity is involved [43]. This suggests an important role for spite in the explanation of the origin of punishment: spiteful strategies that evolve in single interaction contexts may act as the basis for punishment in more complex contexts. For instance, strong reciprocity explanations for the evolution of cooperation emphasize the stabilizing role of punishment [11]. These explanations, particularly for observed fair behaviour in the ultimatum game, have recently received criticism [44,45]. Spite provides new evolutionary possibilities for explaining the evolution of fairness in these strategic settings.

Finally, because the ultimatum game can apply broadly to asymmetric resource competition in social, cultural or biological settings, we need to countenance the possibility that negative assortment and spite may play important roles in any such interaction. This may even have consequences for the evolution of human morality. Recent approaches often treat prosocial behaviour and its connection to norms of fairness and impartiality as the basis for morality [46]. If morality has its roots in fairness, and spite can facilitate the evolution of fair behaviour in some strategic settings, then antisocial behaviour may have played an important and unsuspected role in the evolution of morality.
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Appendix A

Considering negative assortment in the population generates a number of interesting new results in the ultimatum game, but also introduces several modelling complications. In what follows, we discuss some of these modelling complications as well as present additional results supporting our claims in the main text.

For negative assortment, we suppose that individuals interact with a different type with probability \( r \), and interact with a random individual in the population with probability \( 1 - r \). The fitness of a type \( i \) in a population \( X = (x_1, \ldots, x_n) \) is given by equation (2.4). The factor \( x_i/(1 - x_i) \) normalizes the chance of encountering different strategies after removing \( i \) types from the pool. For uniform populations that consist entirely of one type, negative assortment is not possible. In these cases, we assume that there is no pay-off received from interactions owing to negative assortment. A consequence of removing negatively assorted interactions in uniform populations is that fitnesses are only continuous with respect to population space when not at a vertex of the population space. This is one motivation for the introduction of mutation into the evolutionary dynamics. Specifically, the introduction of mutation into the dynamics ensures that all types are present to some degree in any population and avoids potential nuances related to the fitness discontinuities at the vertices.

In the absence of mutation, we can assess the (in)stability of populations by considering the fitness effects of introducing a small number of mutants into the population. Thus, the relevant context for fitness calculations are populations nearby the point under consideration. In the current model, our focus is on the destabilization of the subgame perfect S1 strategy and the invasion of the spiteful S2 strategy. More precisely, we can define a perturbed population and an accompanying notion of invasiveness as below.

**Definition A.1.** For a population \( X = (x_1, \ldots, x_n) \), let \( X^{(\epsilon)} \) be the perturbed population \( X^{(\epsilon)} = (x_1 - x_1 \epsilon/(1 - x_1), \ldots, x_i + \epsilon, \ldots, x_n - x_n \epsilon/(1 - x_i)) \) where \( x_i + \epsilon < 1 \).

**Definition A.2.** A type \( i \) is strongly invasive with respect to a population \( X \) if and only if there is some \( \delta > 0 \) such that \( F(i,X^{(\epsilon)}) > \sum_j F(j,X^{(\epsilon)}) x_j \) for all \( 0 < \epsilon < \delta \).

Because our current focus is showing that negative assortment renders the subgame perfect strategy S1 unstable, it suffices to show that there is another strategy that is strongly invasive. More generally, if a single type is strongly invasive, it follows that any monotonic selection dynamics will lead to an increase in frequency of the invasive type [47]. The proposition below demonstrates that sufficient negative assortment allows the spiteful S2 to invade a monomorphic S1 population.

**Proposition A.1.** If \( r^- > (1 - d)/d \), then S2 is strongly invasive with respect to a monomorphic population of S1.

**Proof.** Suppose that \( r^- > (1 - d)/d \) and \( X = (1, 0, 0, 0) \). Without loss of generality, consider \( X^{(\epsilon)} \) for some \( \epsilon \). The fitness functions for each type are obtained by using equation (2.4) with a population of \( (1 - \epsilon) S1 \) and \( \epsilon S2 \):

\[
F(S1,X^{(\epsilon)}) = (1 - r^-)((1 - \epsilon) + \epsilon(1 - d)) + r^- (1 - d)
\]

and

\[
F(S2,X^{(\epsilon)}) = (1 - r^-)(1 - \epsilon)d + r^- d.
\]

Equations (A1) and (A2) represent the fitnesses for each type (S1 and S2) in a predominantly S1 population where \( \epsilon \) invaders of type S2 have been introduced. The inequality \( F(S2,X^{(\epsilon)}) > F(S1,X^{(\epsilon)}) \) reduces to \( r^- > (1 - d)/d \). Because \( r^- > (1 - d)/d \) by hypothesis, \( F(S2,X^{(\epsilon)}) > F(S1,X^{(\epsilon)}) \) for any \( \epsilon \in (0, 1) \) and S2 is strongly invasive to population X.

In addition to destabilizing the subgame perfect S1, the presence of sufficient negative assortment created a new evolutionary equilibrium: a polymorphism between S2 and S3. The equilibrium point between S2 and S3 can be found by considering X = (0, x2, 1 - x2, 0), setting F(S2, X) = F(S3, X), and solving for x2 (in the absence of mutation). This yields

\[
x_2 = \frac{1 - 2d - 2fr}{2 - 2r}.
\]

Furthermore, for moderate values of \( d \) and \( r \) (5/8 < \( d < 1/4 \) (1 + 2\( \sqrt{2} \)) and 0 < \( r^- < 1/3 \) ), this point is strongly evolutionarily stable (strategies S1 and S4 receive strictly worse pay-offs at this point) whenever

\[
2 - 2d < \frac{2d + 1}{r^-}.
\]

Note that this point is not on a vertex of the population space and, consequently, not subjected to any potential fitness discontinuities mentioned above. For this reason, standard definitions of evolutionary stability (i.e. evolutionarily stable state) will apply. Larger values for \( r^- \) mean that the S2–S3 equilibrium point gets closer to the all-S2 vertex. At this vertex, as with the all-S1 vertex, a small number of mutant types can invade—specifically, if a small number of S4-types are introduced, they will have strictly greater fitness than the native S2 types.

To include mutation in the model, we use the replicator–mutator equation, where \( \mu \) represents the probability of mutation, and all types are equally likely to occur in mutation. The factor \( \mu/4 \) represents an equal chance of mutation between each of the four strategies (allowing for self-mutation). Such uniform mutation, in the absence of selection, will push the population towards an equal distribution of all types. It will also mean that the equilibria of the system are slightly perturbed due to the constant influx of other types and are in the interior of the population simplex. In some cases, equilibria that were previously stable will become unstable [19,20]. Asymmetric mutations between different types further complicate the dynamics. For instance, if transitions from S3 to S4 are sufficiently more likely than other transitions, then a predominantly S4 equilibrium can become stable. However, without some rationale for biasing some transitions over others, we treat all transitions as equally probable. Figure 4 shows the dynamics when mutation is present for varying degrees of negative assortment.
We are interested in determining whether negative assortment makes fair behaviour more or less likely. In many cases considered there are multiple evolutionary equilibria. To gauge the evolutionary significance of the equilibria, we can consider the range of initial conditions that will lead to each equilibrium—i.e. estimate the basin of attraction for an equilibrium. This was done using numerical simulations with a discrete-time version of the replicator dynamic [26]:

$$x_i^{t+1} = \frac{x_i^t f(i, X)}{\sum_j x_j^t f(j, X)}, \quad (A.6)$$

where $x_i^t$ is the frequency of type $i$ at time $t$. The discrete-time dynamic has many of the same stability properties of the replicator dynamic, though differs in the limiting behaviour in some cases. The frequencies of initial population were chosen by drawing a random point in the population space with a uniform distribution and simulations were run until no further change was detected (simulations were written in C). To include mutation in the discrete-time dynamics, we use the difference equation:

$$x_i^{t+1} = \frac{x_i^t (1 - \mu) F(i, X) + \mu}{\sum_j x_j^t F(j, X)} + \mu.$$  \quad (A.7)

The simulation results for negative assortment without mutation are presented in table 2. Tables 3 and 4 summarize simulation results for positive assortment without mutation and for negative assortment with mutation. Positive assortment with mutation always leads to an equilibrium point near the subgame perfect strategy S1. These results show that positive assortment has very little impact on the evolutionary outcomes in the mini-ultimatum game, whereas negative assortment can have a dramatic effect. When mutation is present, populations converge to one of two equilibria that are nearby the monomorphic All-S1 equilibrium or a stable polymorphic S2–S3 equilibrium.
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