How social network structure affects decision-making in *Drosophila melanogaster*
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Animals use a number of different mechanisms to acquire crucial information. During social encounters, animals can pass information from one to another but, ideally, they would only use information that benefits survival and reproduction. Therefore, individuals need to be able to determine the value of the information they receive. One cue can come from the behaviour of other individuals that are already using the information. Using a previous extended dataset, we studied how individual decision-making is influenced by the behaviour of conspecifics in *Drosophila melanogaster*. We analysed how uninformed flies acquire and later use information about oviposition site choice they learn from informed flies. Our results suggest that uninformed flies adjust their future choices based on how coordinated the behaviours of the informed individuals they encounter are. Following social interaction, uninformed flies tended either to collectively follow the choice of the informed flies or to avoid it. Using social network analysis, we show that this selective information use seems to be based on the level of homogeneity of the social network. In particular, we found that the variance of individual centrality parameters among informed flies was lower in the case of a ‘follow’ outcome compared with the case of an ‘avoid’ outcome.

1. Introduction

How do we know if the information we encounter in everyday life is beneficial or not? Deciding whether to use acquired information is a critical decision that could deeply affect an individual’s behaviour, and ultimately its fitness. Theory and empirical evidence suggest that this decision is controlled by a wide array of factors affecting both informed and uninformed individuals [1,2]. Such factors range from environmental [3] to population [4] or individual characteristics [5–7]. For instance, Seppänen et al. [8] showed that female pied flycatchers (*Ficedula hypoleuca*) tended to not only copy the nest site choice of high-fitness individuals, but also to choose the opposite of low-fitness individuals. This discriminating decision-making process could accelerate the spread of adaptive behaviours by favouring those of individuals with higher fitness. Adult starlings (*Sturnus vulgaris*) exposed to unpredictable food availability copied the behaviour of informed demonstrators to make foraging decisions more than starlings in predictable environments did, and performed better when they could access social information than when they could not [9]. However, Japanese quails (*Coturnix japonica*) postnatally exposed to unpredictable food availability preferred to avoid the food source previously used by demonstrators [10]. These conflicting results highlight the need for a better understanding of the link between behavioural copying and environmental predictability.

At the group level, the social environment, and the social structure that follows, may greatly affect the way social information spreads among individuals [11,12]. Social network structures have been found to vary across and within species, and
are sensitive to environmental factors [13]. Theoretically, the heterogeneity of individuals’ roles in a network may directly impact how information is transmitted in a group [14]. Sueur et al. [15] showed that heterogeneous networks, characterized by high inter-individual variations in network measures, are less efficient to transmit information than homogeneous networks. Yet the process by which this heterogeneity may affect information transmission leads to contrasting results. For example, on the one hand, during collective decision-making, consensus among individuals is reached faster in homogeneous networks in which individuals are all well connected [16,17]. On the other hand, in strongly heterogeneous networks, a few central individuals, or nodes, hold most connections. When such individuals possess a piece of information, their network position allows them to boost the information-spreading process. In this case, centrality—which measures the influence of a node in a network—strongly affects an individual’s power to transmit information [18]. So far, little experimental investigation into how the structure of the social network may impact individual use of social information and decision-taking has taken place.

In a previous study, we showed that oviposition site preference could be socially transmitted in Drosophila melanogaster [19,20]. Uninformed flies are those that have no prior information about the quality of oviposition sites. After interacting with socially informed flies in an empty cage, uninformed flies tended to lay their eggs on the same medium that their informed conspecifics had previously learned to choose. We observed that the number of interactions (close contact) that occurred during the social interaction phase influenced how well the oviposition site choice of uninformed flies matched that of their informed counterparts [21]. Information about preferred oviposition sites is likely to be socially transmitted through smell or taste, because informed flies can carry traces of the medium they were conditioned to prefer. Using a larger dataset, we observed that, after social interaction, uninformed flies tended to show strong group behaviour, and that information use was variable among replicates. In 50% of the replicates, uninformed flies copied the oviposition choice of informed flies, whereas in 20% of the replicates, uninformed flies chose to lay all their eggs on the opposite medium (figure 1). Without prior social interaction with informed flies, uninformed flies did not show this strong group behaviour (figure 1). In all replicates, flies were treated the same way, which questions the source of this variation.

Here we tested whether the observed bimodal pattern of behaviour may result from variation in information use, dependent on the structure of the social network during the social interaction phase. Using social network analysis, we tested how the network properties of both informed and uninformed flies impacted their oviposition site choice. Based on studies of network efficiency [22,23], we expected that homogeneous networks (in which the majority of individuals behave similarly) should lead uninformed individuals to adopt the behaviour of their informed counterparts more often than heterogeneous networks would.

2. Material and methods

(a) Information transmission experiment

We used interaction data from 62 social learning experiments, of which 49 were presented in Battesti et al. [9] and 13 new ones, to calculate and analyse social network measures, and to study their evolution over time. Each experiment was divided into three phases: (i) a conditioning phase, during which eight mated females (3–5 days old) were conditioned to prefer either a banana- or a strawberry-scented egg-laying medium (these were the informed females in the subsequent phases); (ii) an interaction phase during which we video-tracked the interactions among eight informed and four uninformed females, and later calculated network parameters; and (iii) a test phase during which the informed and uninformed females were tested separately for their oviposition site choice.

In the conditioning phase, we introduced a group of eight mated flies into a cage containing two egg-laying media: banana- and strawberry-scented. We added quinine beforehand to one of the media (selected randomly). Quinine is an alkaloid known to induce gustatory repulsion in fruit flies. The conditioning phase lasted 8 h.

In the interaction phase, we removed all eight informed flies from the cage. We placed them and four uninformed mated females—one that had no experience with either scent or with quinine—in a semi-opaque white arena (diameter 100 mm; height 3 mm) covered with transparent Plexiglas. There were no egg-laying media in the arena. Flies were filmed for 4 h. The tracking system consisted of firewire cameras (Guppy Pro, Allied Vision Technologies) filming the interaction arena, which was backlit by a 150 × 150 mm IR backlight (R&D Vision). We used a vision software to analyse spatial data (open-source C-TRAX 0.3.7 [24]) that allowed us to automatically follow individuals and record their coordinates in the interaction arena, at a rate of 10 frames per second. Tracking corrections were made following the C-TRAX analysis using FixErrors toolbox 0.2.11 in MATLAB software v. 7.11.0 to suppress swaps between individuals.

The test phase immediately followed the interaction phase. Separate groups of uninformed and informed flies (four in each group) were placed in separate arenas with two egg-laying sites: one with banana- and one with strawberry-scented media, both without quinine. We calculated the proportion of eggs both informed and uninformed individuals laid on each medium at the end of each experiment.

In order to focus on the main bimodal outcome observed in the real data, we omitted the few videos that showed random decision in oviposition site choice (figure 1). We thus defined two main categorical outcomes: (i) ‘follow’ means that uninformed flies laid most of their eggs on the same medium their informed counterparts had learned to choose (the proportion of eggs laid on the ‘right’ medium by uninformed flies was greater
than 0.75; n = 29) and (ii) ‘avoid’ means that uninformed flies laid most of their eggs on the medium opposite to the one their informed counterparts had learned to choose (the proportion of eggs laid on the ‘right’ medium by uninformed flies was lower than 0.25; n = 20; figure 1).

(b) Data preparation
From fly coordinates, we built interaction matrices using an automated code specifically developed in R (available upon request). To this end, we defined an interaction between two individuals based on spatial and temporal constraints [21]: (i) proximity between two flies had to be smaller than 1.1 average fly body lengths and (ii) the duration of the contact had to be at least five time frames (0.5 s; figure 2). Moreover, to discriminate between the initiator and receiver of each interaction, we calculated the mean speed of the individuals over the four time frames that preceded each interaction. The initiator was defined as the faster of the two individuals involved in the interaction, under the assumption that the faster-moving individual was the one choosing to approach the other fly, and thus initiating the interaction.

(c) Social network analysis
A network is composed of two main elements: actors and connections between actors. Actors are generally defined by attributes that can be used to describe their state (here ‘informed’ or ‘uninformed’). Connections can usually be ascribed to interactions that occur between actors. Because we could distinguish initiators and receivers, we were able to construct directed networks: each connection linked an initiator to its receiver. The weight of this link was proportional to the frequency of interaction between the two nodes. We built 16 consecutive interaction networks by dividing each 4 h video from the interaction phase into 15 min time intervals. Before running the analysis, we removed the first time interval from each experiment as flies were more active during the first interval of the transmission phase, probably because they were recently introduced into a new environment.

We focused on six different network measures that are commonly used to describe individual positions in a network (see figure 3 for network details). We examined the influence of each measure on the transmission process by comparing mean and variance in ‘follow’ versus ‘avoid’ replicates for each fly type (i.e. informed and uninformed). The mean and variance were calculated at each time interval (n = 15) for each video (n = 62). The network measures were as follows.

(i) Weighted closeness centrality
Calculated as the inverse of the geodesic distance, or the shortest path between two nodes [25], from one individual to all the others in the network, and weighting for the number of connections among actors (alpha parameter is equal to 1 [26]). It is generally used to identify nodes that, due to their position, rapidly increase the transmission process in the network.

(ii) Eigenvector centrality
Measures the influence of a node in the network [27]. It is directly related to the number of contacts a node has and to the relative weight of the nodes to which it is connected. The score of the focal node will be higher if the score of its neighbours is higher. This measure is used extensively in social network analysis, but it appears to be an unreliable predictor of how efficiently information spreads [28].

(iii) k-shell decomposition index
The decomposition procedure to obtain the k-shell index of each node is based on an iterative removal of nodes from the network, and their partition in respective k-shells. The first k-shell (k = 1) of a network contains originally all nodes with a degree of 1 (k = 1). Then, these nodes are removed. If some remaining nodes have a degree of 1 in the new network, they are added to the first k-shell, and subsequently removed from
the network. This iteration goes on until no more nodes can be removed. Then, the iteration for the second k-shell \((k = 2)\) starts. This shell contains all the remaining nodes of degree 2, which are then removed from the network. As long as at least some nodes have a degree lower than 3 in the new network, they are added to the second shell and removed from the network. And so on for higher levels, until all nodes of the network are assigned to a unique k-shell [28,29]. Thus, each k-shell consists of nodes characterized by \(k \geq k_s\). It is a hierarchical measure of the importance of a node in spreading information within the network. It provides the absolute graph position of a node, ranging from peripheral (lowest values) to central (highest values).

(iv) Information centrality index
Calculated by combining all the paths present in a network and assigning a weight to them that is equal to the inverse of the length of the path [29,30]. It reflects the amount of information per individual contained in all possible paths that originate from and end with that individual. Information passes through these paths (via connections between individuals), so the information centrality index seems to be useful for studying information diffusion.

(v) Weighted clustering coefficient
The probability that the individuals adjacent to the focal individual are connected to each other [31]. It assesses the degree to which nodes tend to cluster together. Strong clustering should have a negative effect on transmission processes in the overall network.

(vi) Weighted betweenness centrality
The number of shortest paths connecting nodes that pass through a focal node [26]. It reflects the importance of a node as a transmission channel in the network. High values of betweenness mean that a node is important as an intermediary in the transmission process.

(d) Statistical analysis
We used a Markov chain Monte Carlo approach to test whether the mean and the variance of the social network measures calculated for both informed and uninformed flies had an impact on subsequent oviposition site choice. In particular, we used a Bayesian bivariate mixed model [32] to estimate the correlation between the oviposition site choice (‘follow’ versus ‘avoid’) and both the mean and variance of each social network measure, while correcting for time interval as a fixed effect in the model [33]. We applied an iid variance structure, which allowed for different variances across the choice response and network measures, but assumed that the effect of the random factor for the first trait was not correlated with the one for the second trait [32]. Because we had multiple measures of both mean and variance for each video (one measure for each time interval), we added video identity as a random effect in the model. The Bayesian multivariate model approach allowed us to estimate the strength and precision of the correlations by calculating the 95% credible intervals of the posterior distributions. We calculated the correlation between two traits as \(\text{Cov}(p_x, p_{bin})/\sqrt{\text{Var}(p_x) \times \text{Var}(p_{bin})}\), where \(\text{Cov}(p_x, p_{bin})\) is the covariance between each trait \((x)\) calculated for social network measures and oviposition site choice \((\text{bin})\), while \(p_x\) and \(p_{bin}\) are the corresponding variances [33]. A critical step in Bayesian statistical inference is to set priors before running the models. The term prior refers to a probability distribution that represents information about a particular parameter before the data are analysed. This information can vary according to different levels—from non-informative to highly informative. Because we had no knowledge of the relationship between the variables in the models, we used two sets of priors: a slightly informative prior \((V = \text{diag}(2); n = 2)\) and a standard non-informative one (inverse Wishart prior; \(V = \text{diag}(2) \times 1000; n = 2\)). We compared them using the deviance information criterion (DIC) obtained from the models [32]. We selected the prior that provided the lowest DICs for each model [34]. MCMCglmm models were run for 200,000 iterations after a burnin of 2000 (meaning that we omitted the first 2000 iterations to avoid autocorrelation problems) and a thinning interval of 200 (meaning that we only used one iteration from every 200 in the Markov chain to estimate the posterior distribution of the parameters).

3. Results
(a) Impact of social network measures on oviposition site choice in uninformed flies
For uninformed flies, the variance of three out of six network measures calculated for informed flies was smaller in the ‘follow’ replicates than in the ‘avoid’ ones. Most notably, uninformed flies showed a ‘follow’ reaction when: (i) informed flies had less variable network distances from the other individuals in the network (weighted closeness centrality, table 1a, column 1), meaning that hypothetical information starting from a single random informed actor in the network will spread with similar speed regardless of the identity of that actor; (ii) informed flies were similar in the number of interactions experienced (eigenvector centrality, table 1b, column 1), suggesting that uninformed flies chose the same medium as their informed peers when the network was more...
The same medium that their informed counterparts had been using, and uninformed flies during the transmission phase was related to the informed individuals influenced the uninformed flies’ oviposition site choice (see the ‘variance’ component in table 1d, column 1). In particular, uninformed flies were less likely to choose the same site as their informed counterparts when they interacted in networks where uninformed flies occupied important bridge positions (see the ‘mean’ component in table 1f). Also, when uninformed flies had similar betweenness centrality values, they were more likely to choose the same medium as their informed counterparts (see the ‘variance’ component in table 1f).

Table 1. Behavioural correlations between oviposition site choices (‘follow’ versus ‘avoid’), calculated for both uninformed and informed flies, and mean and variance of each network measure. Positive values indicate that they follow more frequently. Included are correlations, and the lower and upper 95% credible intervals (CI), derived from the variance and covariance matrices of the bivariate models. All Bayesian bivariate mixed models included video identification as a random effect, and time intervals as fixed effects. Bold values indicate significant correlations (the 95% CI does not overlap zero).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Uninformed Fly Choice</th>
<th>Informed Fly Choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Weighted closeness centrality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>Variance</td>
<td>−0.69 [−0.84; −0.41]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.10 [−0.19; 0.40]</td>
</tr>
<tr>
<td>Uninformed</td>
<td>Variance</td>
<td>−0.36 [−0.61; 0.15]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.30 [−0.55; 0.11]</td>
</tr>
<tr>
<td>(b) Weighted eigenvector centrality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>Variance</td>
<td>−0.37 [−0.58; −0.09]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.03 [−0.25; 0.33]</td>
</tr>
<tr>
<td>Uninformed</td>
<td>Variance</td>
<td>−0.09 [−0.39; 0.26]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.13 [−0.39; 0.21]</td>
</tr>
<tr>
<td>(c) K-shell decomposition index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>Variance</td>
<td>−0.41 [−0.66; 0.04]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.13 [−0.18; 0.42]</td>
</tr>
<tr>
<td>Uninformed</td>
<td>Variance</td>
<td>0.01 [−0.38; 0.28]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.11 [−0.22; 0.38]</td>
</tr>
<tr>
<td>(d) Information centrality index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>Variance</td>
<td>−0.35 [−0.60; −0.10]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.16 [−0.22; 0.40]</td>
</tr>
<tr>
<td>Uninformed</td>
<td>Variance</td>
<td>0.02 [−0.38; 0.26]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.05 [−0.40; 0.23]</td>
</tr>
<tr>
<td>(e) Weighted clustering coefficient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>Variance</td>
<td>−0.23 [−0.55; 0.07]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.15 [−0.41; 0.18]</td>
</tr>
<tr>
<td>Uninformed</td>
<td>Variance</td>
<td>0.20 [−0.14; 0.52]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.01 [−0.23; 0.35]</td>
</tr>
<tr>
<td>(f) Weighted betweenness centrality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>Variance</td>
<td>−0.67 [−0.83; 0.18]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.03 [−0.36; 0.30]</td>
</tr>
<tr>
<td>Uninformed</td>
<td>Variance</td>
<td>−0.91 [−0.98; −0.72]</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>−0.63 [−0.84; −0.27]</td>
</tr>
</tbody>
</table>

Homogeneous; and (iii) all informed flies exchanged information to a similar extent (information centrality index, table 1d, column 1), suggesting each played a similar role in transmitting information. Neither the variance nor the mean of the k-shell decomposition index, weighted clustering coefficients and weighted betweenness centrality calculated for informed individuals influenced the uninformed flies’ oviposition site choice (table 1c–f, column 1).

Only one of the six network measures calculated for uninformed flies during the transmission phase was related to the oviposition site choice they made during the test phase. There was a negative correlation between the weighted betweenness centrality measure and uninformed flies choosing the same medium that their informed counterparts had been conditioned to choose (table 1f, column 1). In particular, uninformed flies were less likely to choose the same site as their informed counterparts when they interacted in networks where uninformed flies occupied important bridge positions (see the ‘mean’ component in table 1f). Also, when uninformed flies had similar betweenness centrality values, they were more likely to choose the same medium as their informed counterparts (see the ‘variance’ component in table 1f).

(b) Impact of social network measures on oviposition site choice in informed flies

Few of the social network measures calculated during the transmission phase affected oviposition site choice in informed flies.
flies during the test phase. Interestingly, only the means—not the variances—calculated for three out of six measures affected the oviposition site choice of informed flies. More precisely, informed flies were more likely to choose the opposite medium they were conditioned to choose when: (i) the network distance between them and the other individuals in the network was small (mean weighted closeness centrality table 1a, column 2), suggesting that informed flies with central positions during the transmission process changed their subsequent oviposition site choice; (ii) their degree of involvement in the transmission of information was lower (mean information centrality index, table 1d, column 2); and (iii) when they were more often part of clusters (mean clustering coefficient, table 1c, column 2).

Social network measures of uninformed individuals never influenced future oviposition site choice of informed individuals (table 1).

4. Discussion

In this study, we show that the oviposition site preference in *Drosophila melanogaster* can be strongly affected by social interactions between informed and uninformed flies, and that the behavioural outcome depends on the structure of the social network observed during the interaction phase.

First, uninformed flies tended to show group behaviour after interacting with informed ones. Without social interaction with informed flies, flies of uninformed groups tended to lay their eggs independently from each other, and we observed a random distribution of eggs on the two oviposition media. However, after social interaction with informed flies, for most group replicates, eggs were laid exclusively on a single oviposition medium (figure 1). The emergence of this collective behaviour is intriguing. Recent studies have shown that flies tend to show increased movement coordination and aggregation as a function of density and social encounters [35,36]. We previously found that the presence of informed flies within a group increases the number of interactions [21]. These interactions may potentially induce behavioural changes in uninformed flies, which become more gregarious even in the absence of informed peers.

In 59% of the selected replicates, the uninformed flies copied the oviposition choice of informed flies, whereas in 41% of the replicates uninformed flies chose the opposite. This ‘follow or avoid’ emergent behavioural group outcome appeared to rely on the organization of the social network during the interaction phase. In particular, we found that the variance of individual centrality parameters among informed flies was lower in the case of a ‘follow’ outcome compared with the case of an ‘avoid’ outcome. The impact of centrality variance but not mean centrality on the behavioural outcome of uninformed individuals suggests that the study of the entire group social structure, rather than individual network measures or network density, is important to understand information transfer. These results are in agreement with previous studies showing a link between network organization and information transmission [15]. In a comparative study, Pasquaretta et al. [37], using data from 80 primate species, demonstrated that heterogeneous groups had less efficient networks (efficiency being measured using the rate and accuracy of transmission, relative to the number of connections between agents [38]). How inter-replicate variation in social structures may arise remains to be investigated. In humans, heterogeneous networks have been found to arise when individuals are exposed to stress or high uncertainty. Argote et al. [13], using experimental manipulations on human choice, have demonstrated that groups of individuals exposed to stimulus ambiguity or a stressful environment showed increased heterogeneity, calculated from their communication network. Similarly, zebra finches exposed to developmental stress also show heterogeneous networks [39]. Whether inadvertent variation in stress levels occurred among our fly groups is unclear. Subtle variation in fly manipulation is well known to affect state and behaviour [40].

Another effect called the illusion of majority could explain why the variance but not the mean has an effect on the behavioural choice ‘avoid or follow’. The majority illusion stipulates that individuals take their social cues from their local neighbours and the characteristics and positions in the network of these initial individuals can greatly influence the contagion of a behaviour [41]. The mathematical model developed by Lerman et al. [41] shows that the majority illusion is stronger in heterogeneous networks with active central nodes, potentially resulting in some behaviours spreading although they are outside the norm or maladaptive. In this case, homogeneous networks, whatever the quantity of interactions, should favour the transmission of correct and adaptive information.

Our results suggest that uninformed flies adjust their future choices based on how coordinated the behaviours of the informed individuals they encounter are. The homogeneous or heterogeneous organization of the informed flies’ network may potentially create distinct environmental conditions for the uninformed flies, which may react accordingly. Environmental variability is often proposed as a major factor affecting social information use. In highly variable environments, individuals may face outdated social information and are expected to rely on their own, more reliable experience [42]. On the contrary, in environments where variability is low, individuals tend to discard personal information in favour of the more reliable and less costly social information [43]. In addition to weighted closeness and eigenvector centralities, we found that homogeneity in the information centrality index, a measure that describes an individual’s potential to spread information, affects the oviposition site choice of uninformed flies (figure 3c). Homogeneous networks may constitute less variable environments where social information is evenly perceived from all informed flies, whereas heterogeneous networks may constitute highly variable environments where social information is received more from certain informed flies compared with others. This kind of model, as in all models that refer to complex contagion [44], requires a form of social mechanism that makes the signal more reliable as it is expressed by an increasing number of neighbours. In this study, uninformed flies had a very limited number of options (laying eggs either on banana- or on strawberry-flavoured medium). The existence of social environmental variability may thus induce the rejection of potentially out-dated information and the preference for the other, even if risky, oviposition medium. This process might be similar to the one observed in the study of uncertainty aversion in humans and primates, first introduced by Ellsberg [45]. Studies on rhesus macaques *Macaca mulatta* showed that animals preferred to choose a risky option rather than an ambiguous one [46].
Finally, we also observed that the more informed flies clustered in subgroups and were less central, the less willing they were to choose the medium they had been conditioned to prefer (weighted clustering coefficient). Interestingly, the means, but not the variances, of the social network parameters were associated with these oviposition preference changes. Because more informed flies \( (r = 8) \) than uninformed flies \( (n = 4) \) were present in the interaction arena, informed flies with high clustering values were more likely to form subgroups with other informed flies. In such cases, informed flies are likely to exchange many traces of the previously chosen oviposition medium. This accumulation of cues may decrease the attractiveness of this medium in the subsequent test, thus leading informed individuals to change their preferences. Besides, individuals with a high clustering coefficient are more likely to initiate behavioural contagion [47], which could explain the simultaneous change of most informed individuals.

Our experiment showed that, under similar social conditions, flies can exhibit contrasting group reactions. The bimodal pattern of reactions seems to correlate with subtle variation in social network structure, and especially with the level of homogeneity in the behaviour of informed flies.

It is not yet clear how the level of homogeneity in the behaviour of informed flies influences the response of uninformed flies. Similarly, we cannot yet determine the factors that affect such variation in social network structures across replicates. Further studies of the source of this variation may help to understand the mechanisms that drive collective decision-making and the origin of behavioural diversification.
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