Temperature-dependent transmission of rotavirus in Great Britain and The Netherlands
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In Europe, rotavirus gastroenteritis peaks in late winter or early spring suggesting a role for weather factors in transmission of the virus. In this study, multivariate regression models adapted for time-series data were used to investigate effects of temperature, humidity and rainfall on reported rotavirus infections and the infection-rate parameter, a derived measure of infection transmission that takes into account population immunity, in England, Wales, Scotland and The Netherlands. Delayed effects of weather were investigated by introducing lagged weather terms into the model. Meta-regression was used to pool together country-specific estimates. There was a 13 per cent (95% confidence interval (CI), 11–15%) decrease in reported infections per 1°C increase in temperature above a threshold of 5°C and a 4 per cent (95% CI, 3–5%) decrease in the infection-rate parameter per 1°C increase in temperature across the whole temperature range. The effect of temperature was immediate for the infection-rate parameter but delayed by up to four weeks for reported infections. There was no overall effect of humidity or rainfall. There is a direct and simple relationship between cold weather and rotavirus transmission in Great Britain and The Netherlands. The more complex and delayed temperature effect on disease incidence is likely to be mediated through the effects of weather on transmission.
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1. INTRODUCTION

Every year, an estimated 610 000 children under 5 years of age die from rotavirus gastroenteritis globally, with the great majority occurring in developing countries (Parashar et al. 2006). In developed countries, rotavirus gastroenteritis remains a common cause of childhood hospitalization at great cost to health services (Giaquinto et al. 2007).

In temperate regions, rotavirus gastroenteritis is highly seasonal, and typically peaks during the winter or early spring (Cook et al. 1990). In the tropics, rotavirus gastroenteritis is more common during the dry season, but the seasonality is less marked (Cunliffe et al. 1998). The fading of the seasonal pattern with proximity to the equator and the difference of approximately six months between the peak incidence in the Northern and Southern Hemispheres (Cook et al. 1990) suggests that climatic factors in part underlie the seasonality of rotavirus infections. Under laboratory conditions, rotavirus survival is optimal at low temperature (Moe & Shirley 1982; Moe & Harper 1983; Ijaz et al. 1985, 1991) but the relationship with relative humidity is less clear. Most survival studies of aerosolized rotavirus (Ijaz et al. 1985; Ansari et al. 1991) show that medium relative humidity is optimal for rotavirus survival, while survival tests of rotavirus on various surfaces have found optimal survival at low- and high-relative humidity (Moe & Shirley 1982) or best survival at low-relative humidity alone (Sattar et al. 1986).

Observational studies of human rotavirus disease have suggested that lower temperature, lower relative humidity and lower levels of rainfall are associated with increased risk of rotavirus infections (Brandt et al. 1982; Paul & Ernle 1982; Ram et al. 1990; Gomwalk et al. 1993; Armah et al. 1994; Hashizume et al. 2007; D’Souza et al. 2008). A recent meta-analysis of the seasonality of rotavirus disease in the tropics concluded that higher numbers of rotavirus infections were found at colder and drier times of the year (Levy et al. 2008). However, only two of these studies (Hashizume et al. 2007; D’Souza et al. 2008) have used statistical methods that control for underlying trends and seasonal confounders. With crude methods, coincidental occurrences (e.g. in winter, low-temperature and high-rotavirus case counts) may be incorrectly posited as causal.

Rotavirus is transmitted by the faeco-oral route, from person to person directly or via contaminated fomites, food or water (Ansari et al. 1991). Some evidence also exists for airborne droplet spread (Zhaori et al. 1991).
We hypothesize that weather factors influence the incidence of rotavirus disease by affecting transmission of the virus and its survival in the environment. Rotavirus infection confers partial immunity (Velazquez et al. 1996), and thus the level of population immunity will also affect patterns of disease. As a result, climatic effects on the epidemiology of rotavirus disease are likely to be complex. Observed patterns of disease result from the dynamic interaction of seasonal patterns of viral transmissibility with levels of population immunity. Indeed, the delay and reduction in intensity of the rotavirus season in the USA following the introduction of vaccination (Tate et al. 2009) points to the role of population immunity in mediating seasonal patterns. A corollary of our hypothesis is that there is a simpler relationship (a more parsimonious model) between weather factors and transmissibility than between weather and disease patterns. The infection-rate parameter, which we estimate from a time series of laboratory-based surveillance data, is a measure of rotavirus transmissibility that accounts for changing levels of population immunity.

In this study, we fitted multivariate regression models adapted for time-series data to investigate the relationship between short-term variations in weather factors (ambient temperature, relative (and absolute) humidity and rainfall), and (i) the number of laboratory-confirmed rotavirus infections and (ii) the calculated rotavirus infection-rate parameter in Great Britain (England, Wales and Scotland) and The Netherlands.

2. METHODOLOGY

(a) Rotavirus surveillance data
The Health Protection Agency collects reports of laboratory-confirmed rotavirus infections from medical microbiology laboratories across England and Wales. Health Protection Scotland and the National Institute for Public Health and the Environment (RIVM) collect such reports in Scotland and The Netherlands, respectively. In all four countries, reporting by diagnostic laboratories is voluntary, but a recent survey in England and Wales indicated that in these two countries, laboratory testing practices are generally consistent year round (Atchison et al. 2009a). Weekly counts of laboratory-confirmed rotavirus infections between 1993 and 2007, based on illness onset date of the individual from whom the specimen was collected, were extracted from the national surveillance databases. Cases in older age groups are less frequent and are mainly restricted to overseas travellers, the immunocompromised and elderly individuals involved in institutional outbreaks (Bernstein 2009). Therefore, cases aged older than 5 years were excluded from the study, as infections in these groups are less likely to be associated with local weather factors.

(b) Quantifying the transmission of rotavirus infections in the population
The rotavirus surveillance data were used to quantify the transmission of rotavirus infections in the population, on the simplifying assumption that they reflect a ‘mass-action’ process. We estimated the transmission of rotavirus in the population from the relationship between the number of newly infected individuals in a given time period and the number of infectious and susceptible individuals in the same time period. We assumed that cases mix randomly with susceptibles in the population, that successive cases appear as chains of transmission, that susceptible individuals become cases after one serial interval of the infection (i.e. interval between identical stages of an infection in two successive cases) and that cases in one-time period become immune by the next time period.

The rate at which susceptibles become infected is described as follows (Stegeman et al. 1999):

$$C_t = \beta_t \times \frac{S_t I_t}{N_t}.$$ 

(2.1)

where $C_t$ is defined as the number of newly infected individuals per $t$ unit time and $\beta_t$ is the infection-rate parameter which is defined as the number of susceptibles ($S_t$) infected by one infectious individual ($I_t$) during a given time period $t$. When the infection-rate parameter is above one, the number of new cases will tend to rise, and cases fall when it drops below one. By definition, the population $N_t = C_t + S_t + I_t$. The infection-rate parameter $\beta_t$ is calculated by simple re-arrangement of equation (2.1).

For calculating the infection-rate parameter, we assumed that rotavirus follows a simple susceptible–infectious–recovered/immune (S–I–R) pattern of infection. This is a simplification of the natural history of rotavirus, as children often experience multiple infections (Velazquez et al. 1996). However, moderate-to-severe diarrhoea predominantly occurs in primary infections (28% of primary infections), and disease severity is the primary determinant of laboratory confirmation of childhood diarrhoea in England (Tam et al. 2003). Primary infections are responsible for 86 per cent of cases of moderate-to-severe diarrhoea with second and subsequent infections responsible for 14 per cent and 0 per cent, respectively (Velazquez et al. 1996). For these reasons, we assumed that children are only susceptible to one moderate-to-severe disease episode and that only these disease episodes are captured in the laboratory reports, thus reflecting the pattern of an S–I–R disease.

Based on these characteristics and assumptions, we estimated the initial number of susceptibles at the start of the study period ($S_0$) and the degree of under-ascertainment in the surveillance data for all rotavirus infections as well as for moderate-to-severe infections only. We used methods similar to those used by Fine & Clarkson (1982, 1984) to study the distribution of immunity in the population to pertussis and measles. These methods are described in detail in the electronic supplementary material, S1. The initial number of susceptibles estimated was 601 209, 33 757, 62 334 and 215 032 for England, Wales, Scotland and The Netherlands, respectively. Susceptibles made up approximately 20–22% of the under 5-year-old population in each study setting. The estimated overall under-ascertainment ratio for England of one reported case for every 44 community cases was broadly similar to that obtained in a population-based cohort study in England which estimated a ratio of 1 in 35 (Wheeler et al. 1999).
The number of infectious individuals in a given time period \((I_t)\) was assumed to be the number of moderate-to-severe cases of rotavirus disease in the population in time period \(t\). This estimate was obtained by multiplying the number of reported laboratory-confirmed rotavirus infections in time period \(t\) by an under-ascertainment factor for moderate-to-severe cases. The number of newly infected individuals during time \(t\) \((C_t)\) was assumed to be \(I_{t-1}\). Therefore, this estimate was obtained by multiplying the number of reported laboratory-confirmed rotavirus infections in time period \(t + 1\) by an under-ascertainment factor for moderate-to-severe cases. Methods for estimating the under-ascertainment of moderate-to-severe rotavirus cases in the surveillance data are described in detail in the electronic supplementary material, S1.

In the initial analyses, we assumed that the serial interval \((\tau)\) was one week. Infectiousness begins with the onset of symptoms 24–72 h after infection, and the period of transmission lasts as long as the duration of symptoms (normal range 4–6 days) (Heymann 2004). Therefore, the serial interval can be as short as 1 day and as long as 9 days. A one-week interval was used because daily surveillance data are likely to suffer from reporting bias for certain days of the week. The infection-rate parameter calculated using a 4-day interval between successive cases closely resembled the pattern seen using a one-week interval.

We constructed a series of time periods by re-iterating equation (2.1), calculating the number susceptible at each time point as follows:

\[
S_{t+1} = S_t - K_t + B_t,
\]

where the number of susceptibles remaining in the next time period \((S_{t+1})\) is a function of the number of susceptibles in the current time period \((S_t)\), minus the number of these that become immune \((K_t)\), plus the number of susceptibles introduced or born into the population \((B_t)\). Assuming an S–I–R pattern of disease, the number immune \((K_t)\) is equivalent to the number of individuals with a history of infection. Moderate-to-severe disease \((I_t)\) represents only 28 per cent of these infections. Therefore, \(I_t\) is adjusted accordingly to represent 100 per cent infections to obtain an estimate of the number immune \((K_t)\). \(B_t\) is the number of births per time period. We took into account annual and seasonal variation in birth rates over the surveillance period because birth rates (Pitzer et al. 2009) and season of birth (Atchison et al. 2009b) have been shown to affect timing and risk of rotavirus infections, and could in part explain the seasonal pattern of rotavirus disease. We assume deaths from rotavirus infections to be negligible as they are rare in developed countries (Jit et al. 2007) relative to the frequency of births or incidence of rotavirus infections.

(c) Meteorological data
Data on weather variables were obtained from the MIDAS Land Surface Observation database available from http://badc.nerc.ac.uk/data/ukmo-midas. For each region of England and Wales, Scotland and The Netherlands, and for each weather variable, weather stations were selected if they provided data for at least 75 per cent of the days from 1993 to 2007. At least 10 weather stations were used for each weather series. These stations were scattered throughout the geographical area that they represented.

Daily mean values for ambient temperature, relative humidity and total rainfall across the weather stations were calculated and these measurements were used to construct population-weighted mean weekly series for the regions of England (the Northeast, Northwest, Yorkshire and Humberside, East Midlands, West Midlands, East of England, London, the Southeast and Southwest) and Wales, Scotland and The Netherlands. Weighting of weather measurements from each station contributing to the weather series was relative to the population density in immediate vicinity of the station. We used population-weighted weather series to better represent weather conditions in populated areas and improve our ability to detect the influence of weather factors on rotavirus infections. For temperature and relative humidity, the average daily measurement for the week was used. Total rainfall for the week was used to reflect the amount of excess water present in the environment and hence give a measure of exposure to water sources.

(d) Statistical analysis
Regression techniques adapted for analysis of time-series data (by incorporating lag effects, accounting for background seasonality, auto-correlation, over-dispersion) were used to model the relationship between temperature, relative humidity and total rainfall on rotavirus reports and the infection-rate parameter. We used an analogous approach for building up Poisson and simple linear multivariate regression models for weekly laboratory reports and the infection-rate parameter, respectively. In the final multivariate models, we controlled for confounding between weather factors and adjusted for long-term trends and background seasonality. This allowed us to estimate short-term effects of variables of interest (weather). The equations for the final models are described in detail in the electronic supplementary material, S2.

Long-term trends and background seasonal patterns were accounted for as part of the confounder model so that regular patterns (i.e. both cold weather and high-rotavirus incidence occur in winter) were not inferred to be causal. To control for long-term trends, an indicator variable for a year was included in the model. Seasonal patterns not directly due to weather factors were accounted for by using an indicator variable for a month. Artificial drops in reporting during weeks that included public holidays were also accounted for by including an indicator variable for these weeks. To account for over-dispersion in the data, standard errors were scaled using the square root of Pearson-\(\chi^2\)-goodness-of-fit statistic (Schwartz et al. 1996).

To investigate the delayed effects of weather on the outcome variables, lagged weather factors were introduced in the models (Armstrong 2006), e.g. the effect of lag one would be the effect of a weather variable measured in the week before, on the current week’s number of reported cases or infection-rate parameter. Detailed analyses demonstrated no delay in the effect of weather factors on the infection-rate parameter. A delay in weather effect of up to four weeks was observed for reported cases; therefore the mean of each weather
factor between a given week and the four preceding weeks was used in the models to represent the combined effects of exposure over a zero to four week period on subsequent rotavirus reports.

To determine the shape of the relationship between exposures and outcomes, natural cubic splines were fitted to the data, allowing the exposure–outcome relationship to be modelled by a smooth, nonlinear function (Durrelem & Simon 1989). All three sets of splines, one set for each weather variable, were included in the final model to control for confounding between weather factors. Where there was evidence of a linear association between a weather variable and the outcome (likelihood-ratio test p-value < 0.05), a simple linear term for the weather variable was included in the multivariate model to estimate the effect of the weather variable on the outcome. Where indicated by visual inspection of a plot of the spline model, a linear threshold term for the weather variable was included in the multivariate model. This model then assumed a linear relationship between the outcome and the weather variable up to a certain threshold, beyond which there was no association. The identification of the optimum threshold value was based on repeated regressions, varying the threshold by one exposure unit (e.g. 1°C) to find the best-fitting model as determined by Akaike’s information criterion (AIC) (Armstrong 2006). Confidence intervals (CI) for thresholds were estimated from the profile of likelihoods generated from these repeated regressions (Armstrong 2006).

The type of regression model selected for the two different outcome variables was based on the distribution of the outcome data and on respecting model assumptions. Counts of reported rotavirus cases were Poisson-distributed and therefore Poisson regression models were used. The effect measure was the risk ratio (RR), representing the relative increase (or decrease) in the number of rotavirus reports per unit change in temperature (°C), relative humidity (%) or total rainfall (mm). The infection-rate parameter was normally distributed and therefore linear regression models were used. The effect measure was the regression coefficient, representing the absolute increase (or decrease) in the infection-rate parameter (the number of susceptibles infected by one infectious individual during one week) per unit change in temperature (°C), relative humidity (%) or total rainfall (mm).

We investigated if weather effects were modified by season by introducing interaction terms but found that the effects were consistent between seasons. The seasons were defined as winter (December, January and February), spring (March, April and May), summer (June, July and August) and autumn (September, October and November).

Finally, for each outcome variable, we identified the optimum single threshold value common to all countries, as determined by AIC (Armstrong 2006). Measures of effect (relative risk/regression coefficient) were then re-estimated for all countries using these single common thresholds, to allow valid comparisons between the measures of weather effect (slope of regression line) across study settings without the added complexity of varying thresholds. Meta-analysis using fixed effect models was used to pool together the setting-specific estimates, providing a mean-effect estimate for each weather variable.

A range of sensitivity analyses were performed to assess the robustness of the results to different methods of adjusting for seasonal trends. These models included using 3, 9 or 12 pairs of Fourier terms instead of the month indicator term, as well as models with an indicator term for week of the year instead of month. Fourier terms are combinations of sine and cosine waves that are fitted to the data to capture regular seasonal cycles of varying wavelengths. The number of harmonics reflects the level of adjustment required, with 12 harmonics corresponding to a seasonal pattern which cycles every four weeks (Stolwijk et al. 1999). None of the results were sensitive to the way background seasonality was modelled.

STATA v. 10.0 (Stata Corporation, College Station, TX, USA) was used for all statistical analyses. Relative humidity is dependant on the temperature of the air whereas absolute humidity (actual amount of water vapour in the air) is irrespective of temperature and has been suggested to have a greater biological effect on certain infectious diseases than relative humidity (Shaman & Kohn 2009). We built up a multivariate regression model, by methods similar to those described, to include absolute humidity in place of relative humidity to determine the relationship between absolute humidity and our two outcome variables controlling for temperature and rainfall. No associations were found (methods and results in the electronic supplementary material, S5).

3. RESULTS
There was a distinct and highly consistent late winter or early spring peak in laboratory reports in all populations studied (figure 1). The infection-rate parameter showed a different pattern: it began to rise in weeks 28–32 and peaked at the beginning of each year in all settings, thus preceding the increase and peak in case reports by 10–12 weeks (figure 1). In every setting, when the infection-rate parameter climbed above one, the number of reported cases tended to rise and cases fell when it dropped below one (figure 1).

(a) Ambient temperature and reported rotavirus infections
In all nine regions of England, and in Wales, Scotland and The Netherlands, there was an inverse relationship between mean temperature in the previous four weeks and rotavirus reports after controlling for trend, seasonality, public holidays, relative humidity and rainfall (figure 2 and table 1). For six regions of England and in The Netherlands, a temperature threshold was identified below which there was no longer an association. The effect of temperature was broadly similar in all countries, ranging from a 7 per cent (London, England) to a 16 per cent (the Northeast, West Midlands and the Southeast, England) decrease in number of cases per 1°C rise in mean weekly temperature either above a threshold or across the whole temperature range. Distributed lag models estimating individual lag effects demonstrated that temperature had the greatest effect two to three weeks preceding an increase in cases with diminishing but positive effects up to four weeks (figure 3). Including further lag weeks in the model had negligible impact on the effect estimates.
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(b) Relative humidity, rainfall and reported rotavirus infections

Overall, there was a weak and inconsistent association between relative humidity or total rainfall and reported rotavirus infections (electronic supplementary material, S3 and S4).

(c) Ambient temperature and the infection-rate parameter

In all nine regions of England and in Wales, Scotland and The Netherlands, there was an inverse relationship between temperature and the infection-rate parameter in the same week after controlling for trend, seasonality, public holidays, relative humidity and rainfall (figure 2 and table 1). For East Midlands and London, this did not reach statistical significance at the 95 per cent level. The decrease in the infection-rate parameter with increasing temperature was broadly similar in all countries, ranging from a 1.09°C increase in mean weekly temperature across the whole temperature range when the infection-rate parameter (electronic supplementary material, S3 and S4).

(d) Relative humidity, rainfall and the infection-rate parameter

Overall, there was a weak and inconsistent association between relative humidity or total rainfall and the infection-rate parameter (electronic supplementary material, S3 and S4).

(e) Meta-analysis

The mean effect of temperature on reports of laboratory-confirmed rotavirus infections for England, Wales, Scotland and The Netherlands was a 13 per cent (95% CI, 11–15%) fall in number of reported infections per 1°C increase in temperature above a threshold of 5°C, and below which it was assumed that there was no effect of temperature on rotavirus reports (figure 4).

The mean effect of temperature on the rotavirus infection-rate parameter for England, Wales, Scotland and The Netherlands was 1.71 × 10⁻² unit (95% CI, -2.14 × 10⁻² to -1.27 × 10⁻²) absolute decrease in the infection-rate parameter per 1°C increase in temperature across the whole temperature range (figure 4). This corresponds to a 4 per cent (95% CI, 3–5%) decrease in the infection-rate parameter per 1°C increase in temperature across the whole temperature range when the absolute decrease is expressed as a percentage of the range of values for the infection-rate parameter in each country.

4. DISCUSSION

Our study has demonstrated a seasonal pattern of rotavirus transmission which is consistent across Great Britain and The Netherlands. It is likely that this pattern of transmission underlies the seasonality of rotavirus disease incidence in these countries. Of the weather factors studied, only ambient temperature was consistently associated with changes in rotavirus transmission and disease. Indeed, this effect was consistently significant, universally in the same direction and of similar magnitude across the 12 study settings, suggesting strongly that these are not chance findings as a result of multiple testing. A rise in ambient temperature was associated with a drop in the infection-rate parameter, a measure of viral transmissibility and a reduction in the number of reported rotavirus infections. The nature of the relationship between temperature and the two outcome variables is revealing. Our original hypothesis was that weather...
Figure 2. Scatter plot of (a) reported rotavirus infections and average weekly temperatures over lags of 0–4 weeks and (b) the infection-rate parameter and average weekly temperature. The centre line is the estimated natural cubic spline (4 d.f.), and the upper and lower lines represent the 95% CI. (i) England (aggregated across the nine regions), (ii) Wales, (iii) Scotland and (iv) The Netherlands, 1993–2007.
England (aggregated across the nine regions), Wales, Scotland and the Netherlands, 1993–2007.
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T bious and susceptible individuals, virus transmissibility that depends additionally on contact rates between infectious and susceptible individuals. Our findings support this hypothesis. Firstly, we demonstrated that the number of reported rotavirus infections was affected by temperatures in the preceding weeks, while the infection-rate parameter was affected only by temperatures in the same week. Secondly, the linear association between temperature and rotavirus reports only apparent above a certain temperature threshold, while there was evidence of a linear relationship between temperature and the infection-rate parameter over the whole temperature range. The temperature threshold, while there was evidence of a linear relationship between temperature and rotavirus infection-rate parameter, had a more direct effect on transmission than on rotavirus incidence.

In Australia (D’Souza et al. 2008) and the other in Bangladesh (Hashizume et al. 2007), used statistical methods to adjust for the potential confounding owing to other seasonal factors. In Australia (D’Souza et al. 2008), they found an increase in rotavirus diarrhoeal admissions in Brisbane, and host immunity. The final models for the infection-rate parameter fitted the data better and were more parsimonious than the models for case counts, as evidenced by plots of the fitted splines against the observed data (figure 2), plots of the model residuals and the much lower values of AIC. This also supports our hypothesis that temperature has a more direct effect on transmission than on rotavirus incidence per se.

We are aware of no other studies that have examined the relationship between a measure of rotavirus transmission and weather factors. Some studies have attempted to identify an association between the incidence of rotavirus cases and weather factors. However, only two studies, one set in Australia (D’Souza et al. 2008) and the other in Bangladesh (Hashizume et al. 2007), have used statistical methods to adjust for the potential confounding owing to other seasonal factors.

Figure 3. (a) The effect of temperature for each lag week on reported rotavirus infections and (b) the infection-rate parameter. (i) England (aggregated across the nine regions), (ii) Wales, (iii) Scotland and (iv) The Netherlands, 1993–2007.

Table 1. Risk ratio (RR), 95% confidence interval (CI) and p-values for reported rotavirus infections per 1°C increase in mean weekly temperature over lags of 0–4 weeks. Regression coefficient, 95% CI and p-values for the infection-rate parameter per 1°C increase in mean weekly temperature. Temperature thresholds were estimated where there was statistical evidence at the 5% level of a nonlinear relationship.

<table>
<thead>
<tr>
<th>country</th>
<th>temperature range (°C)</th>
<th>temperature threshold (°C)</th>
<th>RR (95% CI)</th>
<th>p-value</th>
<th>regression coefficient (×10–2) (95% CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>England</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the Northeast</td>
<td>−2.1–19.9</td>
<td>—</td>
<td>0.88 (0.83–0.93)</td>
<td>&lt;0.001</td>
<td>−5.77 (−10.93 to −0.60)</td>
<td>0.03</td>
</tr>
<tr>
<td>the Northwest</td>
<td>−1.4–21.1</td>
<td>—</td>
<td>0.84 (0.80–0.88)</td>
<td>&lt;0.001</td>
<td>−2.68 (−5.24 to −0.12)</td>
<td>0.04</td>
</tr>
<tr>
<td>Yorkshire &amp; Humberside</td>
<td>−2.1–20.9</td>
<td>6 (6–7)</td>
<td>0.87 (0.84–0.91)</td>
<td>&lt;0.001</td>
<td>−1.69 (−2.91 to −0.47)</td>
<td>0.01</td>
</tr>
<tr>
<td>East Midlands</td>
<td>−2.1–21.8</td>
<td>4 (4–5)</td>
<td>0.85 (0.82–0.89)</td>
<td>&lt;0.001</td>
<td>−1.43 (−3.74 to −0.87)</td>
<td>0.22</td>
</tr>
<tr>
<td>West Midlands</td>
<td>−1.9–22.1</td>
<td>5 (4–5)</td>
<td>0.84 (0.81–0.86)</td>
<td>&lt;0.001</td>
<td>−1.48 (−2.33 to −0.63)</td>
<td>0.001</td>
</tr>
<tr>
<td>East of England</td>
<td>−1.8–23.4</td>
<td>5 (5–6)</td>
<td>0.85 (0.82–0.87)</td>
<td>&lt;0.001</td>
<td>−1.67 (−2.87 to −0.48)</td>
<td>0.01</td>
</tr>
<tr>
<td>London</td>
<td>−0.9–25.9</td>
<td>—</td>
<td>0.93 (0.90–0.96)</td>
<td>&lt;0.001</td>
<td>−1.09 (−2.37–0.19)</td>
<td>0.09</td>
</tr>
<tr>
<td>the Southeast</td>
<td>−1.9–23.9</td>
<td>5 (4–5)</td>
<td>0.84 (0.82–0.87)</td>
<td>&lt;0.001</td>
<td>−2.31 (−2.94 to −0.09)</td>
<td>0.04</td>
</tr>
<tr>
<td>the Southwest</td>
<td>−1.6–22.2</td>
<td>6 (6–7)</td>
<td>0.88 (0.85–0.91)</td>
<td>&lt;0.001</td>
<td>−2.38 (−4.53 to −0.22)</td>
<td>0.03</td>
</tr>
<tr>
<td>Wales</td>
<td>−0.5–21.5</td>
<td>—</td>
<td>0.88 (0.84–0.91)</td>
<td>&lt;0.001</td>
<td>−2.53 (−4.61 to −0.44)</td>
<td>0.02</td>
</tr>
<tr>
<td>Scotland</td>
<td>−4.6–18.1</td>
<td>—</td>
<td>0.87 (0.83–0.92)</td>
<td>&lt;0.001</td>
<td>−2.30 (−4.30 to −0.29)</td>
<td>0.03</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>−7.4–24.1</td>
<td>4 (3–4)</td>
<td>0.91 (0.89–0.94)</td>
<td>&lt;0.001</td>
<td>−2.00 (−3.85 to −0.16)</td>
<td>0.03</td>
</tr>
</tbody>
</table>
contribution of climate factors and secular changes in complex, indirect and/or setting-specific. Hashizume et al. (2007) found that high temperatures, low-relative humidity and high-river level in the previous four weeks were associated with an increase in hospital visits for rotavirus diarrhoea. Our finding of a strong negative association between reported rotavirus cases and temperature is consistent with the results from Australia and with laboratory evidence (Moe & Shirley 1982; Moe & Harper 1983). Our findings do not agree with the temperature results from the Bangladesh study, which also contrast with findings from the majority of laboratory and observational studies. As most of the high-temperature weeks in Bangladesh occurred during the monsoon season and there was evidence for temperature-effect modification across seasons in this study, the temperature effect may be exerted through complex temperature-dependent pathways in the monsoon season. Our findings for relative humidity are in contrast with those from Australia and Bangladesh. This could be explained by the fact that the range of relative humidity was greater in Australia and Bangladesh. Weather factors are likely to interact in complex ways specific to the setting and may be influenced by other unmeasured factors, including the degree of hygiene and sanitation in an area and specific human behaviours. These setting-specific factors may determine the extent to which weather factors influence the incidence of rotavirus cases and could account for the discrepancies in results seen in different study settings. In addition, laboratory studies that have looked at rotavirus survival at different relative humidity levels have produced contradictory findings which suggest that the association may be complex.

We found no evidence of an association between number of rotavirus reports and rainfall. Studies that have looked at the relationship between rainfall and rotavirus have produced conflicting results (Brandt et al. 1982; Paul & Erinle 1982; Armah et al. 1994; Hashizume et al. 2007), and it may be that the effects of rainfall are complex, indirect and/or setting-specific.

Pitzer et al. (2009) recently investigated the relative contribution of climate factors and secular changes in birth rates on the timing of rotavirus epidemics in the US states. They found that environmental factors, including solar radiation, precipitation, vapour pressure and temperature, did not explain the observed variability in the peak week of rotavirus activity, either across states or over time. Our analysis differs from that of Pitzer et al. (2009), in that we focused on short-term effects of weather rather than on the time of year during which epidemics occur. Importantly, our analysis indicates that the effect of weather on rotavirus incidence is likely to be mediated through its effects on transmissibility. The difference between our results and those of Pitzer et al. (2009) is thus not so surprising; although weather influences rotavirus transmissibility, once a certain level of transmissibility is exceeded, population transmission dynamics are likely to determine the size and duration of the epidemic, and the influence of weather factors may be much less pronounced.

To estimate the infection-rate parameter, we had to make a number of simplifying assumptions. The assumption of a single homogeneous mixing population is not realistic for the populations included in this study, as social mixing patterns determine a limited and non-random contact set for each individual. Therefore, in our study, we have calculated an average infection-rate parameter for the entire population and it is likely that the actual transmission rate is underestimated. In addition, we did not include asymptomatic and mild cases in our calculation of the infection-rate parameter. The majority of household transmission studies have suggested that symptomatic individuals are more infectious and important in transmission than incubating or asymptomatically infected individuals (Haug et al. 1978; Rodriguez et al. 1979; Grimwood et al. 1983; Banerjee et al. 2008). Therefore, we feel that not accounting for asymptomatic and mild cases in our calculation of the infection-rate parameter was justified. However, if asymptomatic and mild cases do contribute significantly to transmission, then it is likely that the actual transmission rate is underestimated, but the seasonal pattern of the infection-rate parameter will remain unchanged as asymptomatic and mild cases exhibit the same seasonal incidence as moderate-to-severe cases in our study settings (Walther et al. 1983; Iturriza-Gomara et al. 2009).
The quality of the rotavirus surveillance data may be a limitation of our study. Only a proportion of cases in the community are reported in national surveillance data, and those cases reported are not necessarily representative of all cases, as reported cases are likely to be more severe (Tam et al. 2003). This is unlikely to affect the validity of the comparisons made over time, provided that the nature and degree of under-ascertainment remained constant over the study period. A recent survey of clinical laboratory practices for rotavirus detection (Atchison et al. 2009a) found that most laboratories in England and Wales test for rotavirus all year round in all cases of gastroenteritis under 5 years of age and that the degree of under-ascertainment and the testing criteria for rotavirus did not vary significantly over time. The under-ascertainment estimates for England were internally consistent and similar to a previous empirical estimate (Wheeler et al. 1999).

Another potential limitation of our study is the high variability of the data, apparent from the considerable scatter of the data points above and below the fitted curve (figure 2). The reason for this is uncertain, but might depend on a number of factors. The use of regional and country weather series could have diluted the weather effects and resulted in the high variability. More detailed city-specific analysis might have addressed this problem albeit at the loss of statistical power. We used population-weighted weather series to better reflect weather conditions in more populated areas and to improve our ability to detect the influence of weather variables on rotavirus infections.

It is not known where (outdoors versus indoors) children are being infected with rotavirus, although it is known from transmission studies that infants and young children are commonly infected outside of the household (Koopman et al. 1989). In England and Wales, significant risk factors for rotavirus infection include contact with persons with rotavirus infection, living in rented public housing and accommodation with fewer rooms (Sethi et al. 2001). If infection is transmitted indoors by individuals living in close proximity to each other (i.e. households with fewer rooms and overcrowding), then one possible explanation for the cold-weather effect could be that low ambient temperatures encourage these individuals to stay indoors in close proximity to each other (i.e. households with fewer rooms and overcrowding), then one possible explanation for the cold-weather effect could be that low ambient temperatures encourage these individuals to stay indoors and to improve our ability to detect the influence of weather variables on rotavirus infections.

In summary, our study shows that colder weather has a direct and immediate effect on the transmission of rotavirus infections, and a more complex and delayed effect on the incidence of rotavirus disease that is likely to be mediated by increases in transmission potential. The transmission of rotavirus is complex and it is unlikely that weather factors alone can fully explain the seasonality of rotavirus infections. Understanding the effects of weather factors on rotavirus disease could improve the accuracy of estimates for diarrhoeal burden of disease attributable to climate change. On a more practical level, knowing that there is a lag of at least one week between low temperature and an increase in reported rotavirus infections could help predict demands on health services and assist appropriate rationalization of healthcare resources.
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