Information theory and the neuropeptidergic regulation of seasonal reproduction in mammals and birds
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Seasonal breeding in the temperate zone is a dramatic example of a naturally occurring change in physiology and behaviour. Cues that predict periods of environmental amelioration favourable for breeding must be processed by the brain so that the appropriate responses in reproductive physiology can be implemented. The neural integration of several environmental cues converges on discrete hypothalamic neurons in order to regulate reproductive physiology. Gonadotrophin-releasing hormone-1 (GnRH1) and Kisspeptin (Kiss1) neurons in avian and mammalian species, respectively, show marked variation in expression that is positively associated with breeding state. We applied the constancy/contingency model of predictability to investigate how GnRH1 and Kiss1 integrate different environmental cues to regulate reproduction. We show that variation in GnRH1 from a highly seasonal avian species exhibits a predictive change that is primarily based on contingency information. Opportunistic species have low measures of predictability and exhibit a greater contribution of constancy information that is sex-dependent. In hamsters, Kiss1 exhibited a predictive change in expression that was predominantly contingency information and is anatomically localized. The model applied here provides a framework for studies geared towards determining the impact of variation in climate patterns to reproductive success in vertebrate species.
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1. INTRODUCTION

Seasonal reproduction is a very successful strategy employed by individuals in many vertebrate species to maximize fitness in highly variable environments [1,2]. There are several seasonal and/or environmental cues that animals can rely on to drive changes in their reproductive state [3–5]. The development of a framework to categorize environmental stimuli into either ultimate and/or proximate factors greatly facilitated studies designed to study seasonal reproduction [6]. Ultimate factors are cues and events that impact on the annual reproductive cycle in a way that result ultimately in variation in reproductive fitness. One consequence of these ultimate factors (e.g. food availability, the timing of predator arrival, etc.) is that they shape the optimal period as to when young should be produced. Proximate factors are environmental cues that individuals actually process and respond to in order to regulate reproductive processes from the onset to the termination of breeding [6].

The annual change in day length is a highly predictable seasonal pattern and provides a reliable signal to time reproduction [7,8]. In less-predictable habitats like the tropics, local environmental cues are more variable and many animals generally adopt an opportunistic strategy and breed when conditions are optimal (a time which is not necessarily consistent from year to year; [9,10]). Moreover, under certain ecological circumstances, animals inhabiting a higher latitude and/or altitude exhibit breeding periods that are tied to the irregular availability of nutrient resources and as a result also engage in an opportunistic strategy [11,12]. Given these different patterns of reproduction, it is clear that animals must rely on the temporal integration of a number of different environmental cues to fine-tune the timing of reproduction [13,14].

In general, temperate zone species have evolved neuroendocrine responses that respond to either the vernal increase in daylength; the autumnal decrease in daylength, or both in order to time reproduction (figure 1; [7,8]). In vertebrate species, the neuroendocrine system is primarily governed by discrete hypothalamic peptides that are critical for regulating reproduction [15]. Indeed, the neural circuitry underlying seasonal reproduction is considerably different between avian and mammalian species [16,17]. However, gonadotrophin-releasing hormone 1 (GnRH1) is a highly conserved peptide that connects the brain with peripheral endocrine responses by regulating the release of gonadotrophins; luteinizing hormone and follicular stimulating hormone from the pituitary gland [15,18,19]. Across the vast majority of avian and mammalian species, environmental cues are integrated at multiple levels ultimately converging on and regulating GnRH1 neurons and/or terminals [16]. In mammals, GnRH function is regulated primarily via release [20] while it is at the level of GnRH1 gene transcription and release in avian species [21,22]. A novel neuropeptide, Kisspeptin (Kiss1), was identified in mammalian species and subsequently shown to stimulate GnRH1 release [23,24]. To date, Kiss1 has not been identified in avian species [25]. It is well established that there are profound changes in the number of GnRH1 cells in avian species (reviewed in [21]) and Kiss1 in mammalian species [26,27] across the breeding
state and is dependent on photoperiodic experience. Even though GnRH1 and Kiss1 have different anatomical locations and neural connectivity, the marked annual variation in both GnRH1 and Kiss1 expression serves the same functional outcome; to time reproduction with environmental conditions favourable for the survival of the developing offspring.

It was previously shown that a reliable environmental cue can be mathematically predictable and subsequently used for timing a future event (i.e. reproduction; [28]). Information theory is a branch of probability and statistics and has been applied to univariate or multivariate, discrete or continuous, as well as qualitative or quantitative measures [29]. One application of information theory has been to understand the periodic cycles in physical and biological phenomena using the concept of predictability [28,30]. There are two components that contribute to the overall predictability of an environment: constancy (C, the environment is predictable because it is always the same) and contingency (M, the environment is predictable in the degree of change from season to season). The constancy/contingency model was initially applied to demonstrate the predictability of seasonal flowering and fruiting in plants [30] and subsequently applied to avian gonadal cycles [31]. The vertebrate hypothalamus is vital for the neuroendocrine control of gonadal cycles and coordinating a series of essential seasonal changes in other physiological processes. The goal of the present paper was to apply the concepts of predictability, constancy and contingency developed by Colwell [30] to address how these measures contribute to variation in the function of two key neuropeptides: (i) GnRH1 in avian species, and (ii) Kiss1 in mammalian species. The aim of this paper is to demonstrate mathematically that environmental signals, primarily the change in photoperiod, are integrated by specific neuropeptide systems in birds and mammals to optimize the timing of reproduction.

2. MEASUREMENT OF PREDICTABILITY, CONSTANCY AND CONTINGENCY

The methods described here can be applied to any phenomenon known to occur on a periodic or cyclical
time scale (or space) which can be scored for at least two states. The data are presented in the form of a frequency matrix and the measurements are based on the Shannon information statistics with \( t \) columns (times within a cycle) and \( s \) rows (states of the phenomenon). Here, \( N_{ii} \) is the number of cycles for which the phenomenon was in state \( i \) at time \( j \). The row (Eq. 1), column (Eq. 2) and grand total (Eq. 3) for the frequency matrices are then easily calculated (electronic supplementary material, tables S1 and S2 for equations and examples; [28,30]). Next, given that predictability is the opposite of uncertainty, we can use the uncertainty with respect to time, space and the interaction to formulate values used to compute predictability \( P \) (Eq. 7), constancy \( C \) (Eq. 8) and contingency \( M \) (Eq. 9). Electronic supplementary material, table S2 provides an example to demonstrate how the three values can be used to statistically describe different reproductive cycles in animal species. The predictability of a given cycle is maximal when there is complete certainty, this occurs when there is only one non-zero value in each column (electronic supplementary material, table S2; species a and b). When predictability is at its minimum, all states are equiprobable at all times (electronic supplementary material, table S2; species c). Constancy is maximized when all row totals but one are zero (electronic supplementary material, table S2; species a) and minimal when all row totals are equal (electronic supplementary material, table S2; species c). Contingency is maximized when the number of non-zero for each state and each row approaches one; while minimized when all states at different times are homogeneous with one another (electronic supplementary material, table S2; species b). According to these statistical definitions, the sum of constancy and contingency equals the predictability of the periodic phenomenon [30].

Statistical significance values can be computed for the predictability, constancy and contingency values using a \( G \)-statistic [32,33]. \( G \) approximates the \( \chi^2 \) distribution and is applicable as a test for goodness of fit with the same number of degrees of freedom as would be used for a \( \chi^2 \) test. For constancy, to test the hypothesis that the row totals are not equal \( (C = 0) \), we use (Eq. 10) with \( s - 1 \) degrees of freedom and compared against a \( \chi^2 \) distribution. The prediction here is that the lower the variation across row totals, the higher is the probability for observing a significant contribution of constancy. Next, we compute the \( G \)-statistic for contingency using (Eq. 11) with \( (s - 1)(t - 1) \) degrees of freedom. This significance test determines that contingency is not significantly different from zero \( (M = 0) \), but that the deviation from homogeneity of the columns (time) is minimal. Here the prediction is that the greater variation within a column across the different time \( (t) \) points would lead to a significant contribution of contingency. The obtained \( p \)-value does not describe the significance of the value of constancy or contingency, but provides a value to show whether they contribute significantly to the overall predictability. To determine whether the predictability is significant, we can simply add the \( G_C \) and \( G_M \) [30]. This value is then compared with the \( \chi^2 \) distribution using \( (s - 1) \) for the degrees of freedom.

Wingfield and colleagues [14,31] have devised an environmental information factor \( (I_e) \) that provides a method to determine the types of environmental information that an individual requires to successfully time reproduction. \( I_e \) is calculated by simply taking the ratio of the value for contingency/constancy \( (M/C) \). This provides an accurate indicator of the way in which organisms may integrate initial predictive (i.e. photoperiod) and/or supplementary cues (i.e. rainfall, temperature, etc. [31]). This theoretical model suggests that when \( I_e \) is very low (close to 0), little or no environmental information is necessary to time reproduction given that environmental conditions are always suitable for breeding. When \( I_e \) is low (<1) then constancy information predominates and contingency is less. In this environment, initial predictive information primarily regulates reproduction. When both constancy and contingency are equal then both initial predictive and supplementary information are equally integrated. Here, the initial predictive information generally prevails and animals are more probably seasonal breeders at higher latitudes. When \( I_e \) is high (>1), the contribution of contingency is greater than constancy and supplementary information would predominate, although initial predictive cues can still provide important information. As the breeding season begins, animals require more information from both initial predictive and supplementary information need to be integrated. Animals that have very high \( I_e \) values require a more opportunistic strategy in order to cope with unpredictable environments [14,31].

This theoretical approach provides a valuable means to examine how closely related populations and/or species respond to environmental cues. Indeed, the brain is the primary integrator of environmental information and regulator of reproduction. Herein, we applied these methods to determine the predictability of neuroendocrine function by creating frequency matrices for GnRH1 in avian species and Kiss1 in mammalian species. The results presented here reveal that specific variations in neuronal populations are intimately tied to seasonal breeding.

3. SEASONAL REPRODUCTION IN AVIAN SPECIES

There are three components that underlie the photoperiodic response in birds: (i) an encephalic photoreceptor linked to a circadian clock to measure day length; (ii) the GnRH1 system in the anterior/preoptic area (POA) of the hypothalamus; and (iii) the peripheral endocrine system [16,34]. For a number of avian species, the GnRH1 neuronal system exhibits a profound change in the expression of \( ghn1 \) mRNA [22,35] and GnRH1 protein (see [16,21] for reviews) in response to changes in day length. In many temperate zone birds, the vernal increase in daylength stimulates the hypothalamo- pituitary-gonadal axis (HPG) leading to increase in GnRH1 neurons and/or release resulting in gonadal recrudescence; the breeding state is referred to as the photostimulated state [7]. Prolonged exposure to long day lengths results in a gradual involution in reproductive physiology rendering the birds in a non-breeding state termed photorefractory [36]. Only exposure to short day lengths reinitate the physiological responsiveness to the photoinducibility of long day lengths, and birds in this state are termed photosensitive [7].

The European starling (\( Sturnus vulgaris \)) has been a valuable model system for studying the photoperiodic
effects on the neuroendocrine control of reproduction. Specifically, starlings exhibit a profound change in GnRH1 cell numbers in the POA and it provides a reliable marker of reproductive state (figure 1; [22]). Photosensitive starlings placed on long day lengths in the laboratory or the vernal increase in photoperiod leads to a dramatic increase in GnRH1 protein content [37] and mRNA expression [22,35]. Subsequent exposure to long day lengths and the onset of photorefractoriness is characterized by a marked decrease in GnRH1 [7,35,38]. Herein, we applied the models developed by Colwell [30] to address the contribution of contingency and/or constancy information to the overall predictability in the change in GnRH1 neuronal expression and corresponding changes in the gonadal cycle.

To conduct the analysis, a different matrix was required when compared with the example given previously. Let $t$ (times in the cycle) = breeding cycle (different physiological points across the annual reproductive cycle), and let $s$ (states) = either the variation in GnRH1 (the binned values that span the obtained range of GnRH1 values) or in the case of peripheral physiology gonadal state (binned values that span the obtained testis volume). Colwell [30] argued that a continuous variable can be determined using the methods described above. Six states were required to equally bin the values for both GnRH1 and gonadal volume so that the minimal number of states ($i$) within the range observed for each variable were obtained. Thus, six was the value used to represent $i$ in all the equations outlined in electronic supplementary material, table S1. As the data presented here are real data collected from starlings, we can compute a $G$-statistic for predictability, constancy and contingency, and determine the significance levels to compare the GnRH1 optical density (OD) with values obtained from testicular volumes.

Table 1 shows the results of applying the contingency/constancy model to the change in GnRH1 mRNA expression and gonadal state (i.e. testicular volume) in starlings that were photostimulated (i.e. breeding) and subsequently analysed during the onset of photorefractoriness (i.e. non-breeding). The time points used in this study are representative of the late winter when starlings are photosensitive (i.e. pre-breeding; short day) and then placed on long day lengths (16 L: 8 D) to simulate the vernal increase in photoperiod for three to five weeks (i.e. breeding; long day (LD) three weeks, LD four weeks, LD five weeks). After seven and nine weeks of exposure to long day lengths, the gradual onset of photorefractoriness occurs (i.e. non-breeding LD seven weeks, LD nine weeks) that is representative of starlings during early summer and is maintained until early winter. The model reveals that the proportion of predictability in the variation in GnRH1 mRNA expression is predominantly owing to contingency information. After conducting the statistical analysis, we found that the change is highly significant and that only contingency information contributes significantly and not constancy information. By contrast, the variation in gonadal state is significant for predictability and both contingency and constancy information contribute. The greater contribution of contingency information for gonadal state is intriguing in that they suggest a hierarchical integration of environmental information, specifically, that contingency and constancy information are integrated at different levels in the HPG axis. The difference is most probably owing to variation in the ability of environmental cues to regulate GnRH1 transcription/translation and GnRH1 release that has been shown to occur across the reproductive cycle [37]. Given, that the $I_c$ values obtained for GnRH1 and gonadal state were greater than one, Wingfield and colleagues [31] suggest that starlings should integrate initial predictive cues as well as supplementary cues. This hypothesis is supported by evidence demonstrating that the photo-induced increase in GnRH1 function [39,40] and testicular volume [41,42] is modulated by the social context and temperature.

Indeed, the general pattern of seasonal breeding in temperate species consists of tying reproduction to the
spring and summer periods, however a number of species are opportunistic and rapidly initiate breeding in the presence of an abundant food supply [3]. Opportunistic species provide an alternative means to investigate the neuroendocrine control of reproduction owing to the critical importance of food cues to successfully time the breeding period. White-winged crossbills (Loxia leucoptera) have been observed to breed throughout the year and rapidly engage in copulatory behaviours in the presence of seeds (figure 1; [43]). Interestingly, white-winged crossbills do not exhibit the seasonal plasticity in GnRH1 observed in mammalian species [27,49–51]. Kiss1 immunoreactivity has been demonstrated that Kiss1 can act directly on GnRH1 expression in mammalian species [23,24]. Recent evidence has shown a similar pattern in mammalian species [46–48].

We have applied the contingency/constancy model to analyse the predictability of the change in GnRH1 cell number in male and female white-crowned crossbills studied by MacDougall-Shackleton et al. ([44]; table 2). The birds were collected at three distinct points across the annual reproductive cycle (January, May and October). In this paper, male white-winged crossbills did not show a significant change in GnRH1 cell numbers across the year, however, females exhibited a significant increase in May when compared with male crossbills [44]. We found high levels of predictability in males and females with a greater percentage contributed from constancy information in males, whereas females had relatively equal contribution from both contingency and constancy information (table 2). As expected, the significance values obtained for the overall predictability, contingency and constancy information are considerably low, which is probably owing to the opportunistic breeding strategy [14,31]. This pattern was also apparent when the model was applied to another study that investigated the neuroendocrine responses in avian species which show variations in the degree of reproductive flexibility (electronic supplemental material, table S3; [45]). Interestingly, GnRH1 cell numbers are significantly predictable and constancy information contributes significantly to the overall effect in both males and females. The current hypothesis is that opportunistic breeders maintain a tonic level of GnRH1 activation on the pituitary in order to rapidly respond to favourable environmental conditions [44,45]. We suggest that the significant levels of predictability indicated that a greater number of GnRH1 cells are required to provide a constant innervation of the median eminence. As a result, environmental cues act at the level of the median eminence to regulate the release of gonadotrophins from the pituitary.

When we investigated the role of different environmental cues on the GnRH1 system, we found that all birds had $I_c$ values that were considerably low. Wingfield and colleagues [31] proposed that animals with $I_c$ values of less than one should rely predominantly on initial predictive cues with a minor role of supplementary cues. However, data collected from continental breeders (i.e. rock doves) are well below one and the authors proposed that body condition, age and/or endogenous rhythms could potentially affect the timing of breeding [31]. These species also inhabit an environment in which there is a reliable supply of nutrients, as such we propose that the low $I_c$ values observed for GnRH1 cell numbers in males is owing to tonic activation required to rapidly initiate a breeding state. Interestingly, females were found to have $I_c$ values suggesting that initial predictive cues are integrated to time reproduction and that responsiveness to supplementary cues fine-tune the breeding periods. Taken together, the data suggest that the extent to which opportunistic breeders rely on environmental cues to time breeding at the level of the GnRH1 cell is minimal and sex-dependent. Furthermore, the contingency/constancy model applied here provides mathematical support that opportunistic breeders maintain a tonic level of GnRH1 activation, but the release of gonadotrophins may be tied to nutrient availability.

### 4. SEASONAL REPRODUCTION IN MAMMALIAN SPECIES

Indeed, variation in the GnRH1 expression discussed above is unique to avian species and few studies have shown a similar pattern in mammalian species [46–48]. However, these observations appear to be the exception rather than the rule. Recently, a family of neuropeptides encoded by the Kiss1 gene and the cognate receptors were identified and subsequently demonstrated to be essential for the onset of puberty and reproductive function in mammalian species [23,24]. Recent evidence has demonstrated that Kiss1 can act directly on GnRH1 cells and is critical for stimulating GnRH1 secretion in mammals [27,49–51]. Kiss1 immunoreactivity has been observed in a number of hypothalamic regions with cell

---

**Table 2. Frequency matrices for the number of GnRH1 cells from an opportunistic breeder.** (The matrices compare the different values obtained for predictability, constancy and contingency between male and female white-winged crossbills. Data taken from MacDougall-Shackleton et al. [44].)

<table>
<thead>
<tr>
<th>SPECIES</th>
<th>males</th>
<th></th>
<th></th>
<th></th>
<th>females</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>January</td>
<td>May</td>
<td>October</td>
<td></td>
<td>January</td>
<td>May</td>
<td>October</td>
<td></td>
</tr>
<tr>
<td>cell numbers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–100</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0–100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>101–200</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>101–200</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>201–300</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>201–300</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>301–400</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>301–400</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

$P = 0.53; C = 0.35; M = 0.17; CPI = 67\%$;

$M/P = 32\%; I_c = 0.47; G_M = 5.71; p = 0.45$;

$G_C = 11.9; p < 0.01; G_P = 17.6; p < 0.05$

$P = 0.56; C = 0.25; M = 0.31; CPI = 44\%$;

$M/P = 56\%; I_c = 1.25; G_M = 10.4; p = 0.11$;

$G_C = 8.3; p < 0.05; G_P = 18.7; p < 0.05$
expression during the breeding season [26,55,56]. In cycle and is associated with greater cell number Syrian hamsters varies considerably across the breeding brain of mammals as we did with GnRH1 in birds. make it a good candidate to model seasonal changes in the Kiss1 cells over the reproductive cycle that have been GnRH1 cell numbers are relatively stable across the (states). Interestingly, the relative contributions of constancy and contingency differ between the two populations. The respective breeding and non-breeding conditions [26]. Table 3 shows data from hamsters held on long and short day photoperiods and collected when in the ewes is also associated with marked variation in Kiss1 of the different effects of sex steroid feedback in regulating Kiss1 in hamsters [59]. The Ie values obtained from Kiss1 expression in the AvPv is within the range suggesting that both initial predictive and supplementary information are integrated, whereas the Arc has Ie values associated with initial predictive information.

5. SUMMARY AND CONCLUSIONS
The application of information theory models permits the formulation of values that provide specific information on how an individual or population will respond to an environment and which environmental cues they may use to time seasonal reproduction. Here, we present data from avian and mammalian species to show that specific neuropeptides integrate either initial predictive cues and/or supplementary cues to successfully time reproduction. The findings show that (i) environmental cues are integrated by GnRH1 cells and the release of GnRH1 indicated by the change in gonadal measures; (ii) variation in breeding strategies are reflected in the degree of predictability; and (iii) the integration of environmental cues by Kiss1 may be anatomically localized.

One striking discovery revealed by the contingency/constancy model was the observation of different Ie values between male and female white-winged crossbills. These findings imply that female crossbills integrate a larger number of environmental cues to time reproduction when compared with male crossbills. It is generally assumed that the photoperiodic control of reproduction is similar between the sexes; however, the integration of supplementary cues can vary considerably between the two which is most likely a result of different selection pressures [60,61]. One hypothesis is that the neural integration of supplementary cues involves a number of ‘processing stages’ and the balance between inhibitory and stimulatory gating leads to the different degrees of physiological responsiveness between males and females. Supplementary cues are perceived through complex neural processes involving a number of telencephalic regions that are susceptible to different neuromodulatory systems before the cues can influence the function of the GnRH system. In males it appears that supplementary cues are readily transduced leading to the change in responsiveness, whereas females may require the action of various neuromodulatory systems (e.g. sex steroids) to shift the responsiveness across a number of brain regions that in turn facilitate the probability and intensity of responding to supplementary cues [60]. This is generally supported by the fact that males readily exhibit full gonadal recrudescence when photostimulated, whereas females require a number of additional supplementary cues (i.e. food availability, behavioural interactions, etc.) in order to attain full gonadal development [62]. The different degrees to

Table 3. Frequency matrices for predictability, constancy and contingency values obtained for Kiss1 cell numbers in Syrian hamsters from two different points across the reproductive cycle. (All values were obtained from Greives et al. [26].)

<table>
<thead>
<tr>
<th>AvPv</th>
<th>Arc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no. of Kiss1 cells</td>
</tr>
<tr>
<td>0–20</td>
<td>0</td>
</tr>
<tr>
<td>21–40</td>
<td>3</td>
</tr>
<tr>
<td>41–60</td>
<td>2</td>
</tr>
<tr>
<td>61–80</td>
<td>1</td>
</tr>
<tr>
<td>81–100</td>
<td>1</td>
</tr>
<tr>
<td>101–120</td>
<td>2</td>
</tr>
<tr>
<td>&gt;120</td>
<td>2</td>
</tr>
</tbody>
</table>

$P = 0.42; C = 0.17; M = 0.25; C/P = 40\%; M/P = 60\%; I_e = 1.47; G_M = 23.5; p < 0.001; G_C = 16.9; p < 0.01; G_P = 40.4; p < 0.001$

bodies predominantly located in the anteroventral periventricular nucleus (AvPv) and arcuate nucleus (Arc; [27,49]). Importantly, Kiss1 has been shown to exhibit a large degree of variation across the annual reproductive cycle in a number of mammals [27,49,52]. Given that GnRH1 cell numbers are relatively stable across the mammalian reproductive cycle, the dynamic changes in Kiss1 cells over the reproductive cycle that have been identified to date suggest that the dataset from this peptide make it a good candidate to model seasonal changes in the brain of mammals as we did with GnRH1 in birds.

The Syrian hamster (Mesocricetus auratus) is an excellent model species for studies geared towards investigating the neuroendocrine control of reproduction. Syrian hamsters can reproduce constantly when maintained on a photoperiod equal to or greater than 12.5 h, anything less than 12 h results in gonadal regression [53]. However, after prolonged exposure to short day lengths (approximately four to five months), Syrian hamsters can reproduce constantly when main- tained on a photoperiod equal to or greater than 12.5 h, anything less than 12 h results in gonadal regression [53]. However, after prolonged exposure to short day lengths (approximately four to five months), Syrian hamsters become refractory to the short day length leading to gonadal regression [54]. Kiss1 mRNA expression in Syrian hamsters varies considerably across the breeding cycle and is associated with greater cell number expression during the breeding season [26,55,56]. In addition to hamsters, the seasonal breeding cycle in eves is also associated with marked variation in Kiss1 [57,58].

In order to conduct an analysis analogous to that reported above for GnRH1, we let $t$ (times in the cycle) = breeding cycle (different physiological points across the annual reproductive cycle), and let $s$ (states) = the number of observed Kiss1 neurons (the binned values that span the obtained range of Kiss1 values). Table 3 shows data from hamsters held on long and short day photoperiods and collected when in the respective breeding and non-breeding conditions [26]. Kiss1 neurons in both the AvPv and Arc show significant predictability across the photoperiodic conditions. AvPv shows a significant contribution from both contingency and constancy, whereas the Arc population appears to be primarily dependent on information derived from constancy. It does appear that the two populations show different patterns with a greater proportion of the overall predictability in the AvPv (60% for contingency) and Arc (59% constancy). The different patterns observed between the two populations may be the result of the different effects of sex steroid feedback in regulating Kiss1 in hamsters [59]. The $I_e$ values obtained from Kiss1 expression in the AvPv is within the range suggesting that both initial predictive and supplementary information are integrated, whereas the Arc has $I_e$ values associated with initial predictive information.
which the sexes integrate environmental signals may markedly constrain the timing of reproduction in different ways in males and females and potentially could lead to a detrimental effect by mismatching when reproduction occurs.

The concept that the neural integration of environmental cues includes a number of processing stages is also supported by the observation of increasing values of predictability and \( I_e \) at different levels of the HPG axis. One common theme across the examples provided in the present paper is that the integration of environmental cues occurs at multiple levels. Specifically, environmental cues can influence the neuroendocrine cells directly by regulating mRNA and protein synthesis as well as the release of gonadotropins indicated by variation in gonadal state. The GnRH1 neurons in vertebrates are the final output of complex synaptic networks that control reproduction, and environmental cues can act at the level of the GnRH1 cells and/or terminals in avian [7,16] and mammal species [8,63]. The data presented here provide mathematical support for the neural integration of biologically significant signals. Moreover, we encourage the computation of \( I_e \) values from future studies across different levels of the HPG axis in order to provide a means to identify at what step in the circuitry the variation supplementary cues influence reproductive physiology and in turn will facilitate the ability to delineate the circuitry underlying the environmental control of seasonal reproduction.

It is important to note that a greater sample number of columns (\( t \)) significantly increase the resolution of predictability, constancy and contingency. A limitation in the data presented here is the lack of studies that have collected data from species at a number of time points in the annual cycle. Indeed, the resolution for determining significant contributions is low owing to the vast majority of studies collecting animals during the breeding and non-breeding seasons, which only allow the analysis between two points in the annual cycle. Clearly, the breeding season potentially spans many months, increasing the number of observations of months with measures of hypothalamic peptide values would significantly increase the resolution and provide more accurate predictability, constancy and contingency values. A second limitation of the application of the contingency/constancy model used here is that the data from two examples were taken from laboratory held animals. Ideally, collecting wild animals from several points across the annual cycle is most beneficial and would address both limitations. However, this approach can be technically challenging owing to yearly variation in local conditions as well as raising concerns over the number of animals collected across the year(s).

Predictability in brain switches in response to photoperiod raises interesting questions regarding an individual and/or populations ability to respond to climate changes. Caro and colleagues [64,65] have recently shown that two populations of Corsican blue tits (Parus caeruleus) reside at the same latitude but exhibit a one month difference in the onset of breeding. The shift in the timing of breeding appears to be mediated by a change in the responsiveness of female blue tits from one population to adapt to a change in the availability of food required to raise the offspring [64,65]. As a result, it appears that a greater emphasis on the integration of supplementary short-term cues in Corsican blue tits are required to adjust with the developing changes in local environmental conditions. Thus, the prediction here is that natural selection would favour animals that exhibit greater flexibility in the GnRH1 system directly in avian species or indirectly via Kiss1 in mammals. Taken together, the data presented here showed that a specific neuronal population located in the hypothalamus are highly responsive to environmental cues, are predictive of reproductive state and are essential to maintain flexibility in order for the individual to cope with changes in local climates.
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