Supporting Information

Equivalence of rebuilding by scaling with rebuilding by preferentially increasing edge weight

In this paper we utilize a simple re-scaling method to rebuild partially sampled networks. An apparently more sophisticated approach would be to adapt the weighted scale free model approach of Yook et al.\(^1\) to a static network where new edges are not created but edge weights are increased preferentially based upon the weights of existing edges. However, we can show that these two methods are, in fact, equivalent.

Given that the depleted network begins with some fraction \(\alpha\) of the original number of movements \(N_0\) and we wish to add \(n\) movements such that \(N_0 = \alpha N_0 + n\) where the probability of movement from farm \(i\) to \(j\) being added is given by

\[
p(i \rightarrow j, t) = \frac{a_{ij}(t)}{\sum a_{ij}(t)} = \frac{N(i \rightarrow j, t)}{\alpha N_0 + t}.
\]

The weight of the edge between \(i\) and \(j\) at time \(t + 1\) is then

\[
N(i \rightarrow j, t + 1) = N(i \rightarrow j, t) + p(i \rightarrow j, t)
\]

\[
= N(i \rightarrow j) + \frac{N(i \rightarrow j, t)}{\alpha N_0 + t}
\]

if we then enforce the initial condition that the depleted network begins with \(N_D\) movements, that is

\[
N(i \rightarrow j, 0) = N_D(i \rightarrow j)
\]

this can be solved explicitly as

\[
N(i \rightarrow j, n) = N_D(i \rightarrow j) \prod_{t=1}^{n-1} \left(1 + \frac{1}{\alpha N_0 + t}\right)
\]

\[
= N_D(i \rightarrow j) \frac{n + \alpha N_0}{1 + \alpha N_0}
\]

\[
= N_D(i \rightarrow j) \frac{N_0}{1 + \alpha N_0}
\]

and assuming that \(\alpha N_0 >> 1\) which it is, we obtain the the result

\[
N_n(i \rightarrow j) = \frac{1}{\alpha} N_D(i \rightarrow j).
\]

Therefore if we were to carry out the preferential weighting method many times the average weights would be the same as the re-scaling method we utilize in this paper.