Visual search for a target changing in synchrony with an auditory signal
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We examined whether the detection of audio–visual temporal synchrony is determined by a pre-attentive parallel process, or by an attentive serial process using a visual search paradigm. We found that detection of a visual target that changed in synchrony with an auditory stimulus was gradually impaired as the number of unsynchronized visual distractors increased (experiment 1), whereas synchrony discrimination of an attended target in a pre-cued location was unaffected by the presence of distractors (experiment 2). The effect of distractors cannot be ascribed to reduced target visibility nor can the increase in false alarm rates be predicted by a noisy parallel processing model. Reaction times for target detection increased linearly with number of distractors, with the slope being about twice as steep for target-absent trials as for target-present trials (experiment 3). Similar results were obtained regardless of whether the audio–visual stimulus consisted of visual flashes synchronized with amplitude-modulated pips, or of visual rotations synchronized with frequency-modulated up–down sweeps. All of the results indicate that audio–visual perceptual synchrony is judged by a serial process and are consistent with the suggestion that audio–visual temporal synchrony is detected by a ‘mid-level’ feature matching process.
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1. INTRODUCTION

The world around us is filled with auditory and visual signals. Some of these arise from the same physical events, such as the visual movement of a drumstick and the sound of a beat, while many other auditory and visual signals are unrelated. Physical synchrony, or simultaneity, is an important cue to causal relationships, generally implying a common cause. Previous studies have revealed several intriguing properties of audio–visual synchrony perception (e.g. Shipley 1964; Dixon & Spitz 1980; Lewkowicz 1996; Munhall et al. 1996; Sekuler et al. 1997; Stone et al. 2001; Recanzone 2003; Sugita & Suzuki 2003; Alais & Burr 2004; Fujisaki et al. 2004; Kopinska & Harris 2004; Lewald & Guski 2004; Vroomen et al. 2004; Arnold et al. 2005; Fujisaki & Nishida 2005), but most studies have examined conditions in which only a small number of audio–visual events have existed at any moment in time (such as lip movement and speech, a flash and a pip, or a bouncing ball and a collision sound). It is unclear how we find synchronous audio–visual pairs in temporally cluttered audio–visual environments while avoiding false audio–visual matches and combinational explosions.

To address this issue, we conducted a series of visual search experiments in which several dynamic visual stimuli were simultaneously presented in a display. The changes imposed on each visual stimulus were not correlated. The participant had to detect which visual target changed in synchrony with an auditory stimulus. Our main interest was the set-size effect—how search performance changes with number of uncorrelated visual stimuli (distractors). If search performance were independent of distractor number a parallel search would be implicated in which one can simultaneously check many audio–visual signals for possible pairings. This would also suggest that, when present, a synchronous target should rapidly become apparent and may appear to ‘pop out’ from the distractors. On the other hand, if search speed is positively correlated with distractor number, a ‘serial search’ would be implicated in which participants can only check one or a small number of signals at a time for possible pairings.

A ‘parallel search’ is expected if audio–visual synchrony detection is a pre-attentive process that consumes few attentional resources. If this were the case it is likely that audio–visual synchrony would be detected by specialized mechanisms at an early stage of sensory processing. There are a few lines of evidence that are consistent with this possibility. For instance, the ventriloquist effect, an illusory visual capture of the spatial location of an auditory signal, may occur pre-attentively since the illusion helps intra-modal segmentation of two auditory streams presented from the same location, by making them appear to come from different locations (Driver 1996). The ventriloquist effect can also be induced by unattended visual stimuli when voluntary (Bertelson et al. 2000) or stimulus-driven (Vroomen et al. 2001) attention is directed to another location. Additionally, auditory attention can be drawn to the location of a visual cue when it is paired with a concurrent unlocalizable sound, to produce ventriloquism (Spence & Driver 2000). Other
phenomena that could be interpreted as suggesting early pre-attentive binding of audio-visual signals include the enhanced audibility/visibility of coupled audio-visual signals (Stein et al. 1996; Odgaard et al. 2004; Sheth & Shimojo 2004; but also see Odgaard et al. 2003), perceptual integration of visual and auditory motion signals (Meyer et al. 2005; Soto-Faraco et al. 2005; but also see Wuerger et al. 2003; Alais & Burr 2004), visual modulation of auditory perception (McGurk & MacDonald 1976; Soto-Faraco et al. 2004) and auditory modulation of visual perception (Sekuler et al. 1997; Shimojo & Shams 2001).

On the other hand, a ‘serial search’ would be expected if detection of audio–visual synchrony were determined by an attentive process. This possibility is consistent with the hypothesis that audio–visual synchrony is detected by a mid-level general-purpose mechanism (Fujisaki & Nishida 2005), as well as with the classical theory that the integration of separately analysed features requires attention (Treisman & Gelade 1980).

In the first experiment, we measured the accuracy of detecting an audio–visually correlated target. The results showed a clear set-size effect—as the number of visual elements increased, target detection performance decreased. The set-size effect was caused by limited attentional resources and not perceptual interference since audio–visual synchrony detection accuracy was not influenced by distractor number when a ‘to be attended’ position was pre-cued. The third experiment showed a linear increase of response time to target detection as the number of distractors increased. All of the results indicate that audio–visual synchrony is determined by a serial process.

2. EXPERIMENT 1

The first experiment measured the accuracy of detecting a visual target whose modulation was temporally synchronized with the modulation of an auditory signal. Stimulus exposure duration was fixed. To confirm the generality of the finding, we used two types of audio–visual stimuli. One consisted of visual flashes synchronized with amplitude-modulated (AM) pips (figure 1), the other comprised visual rotations synchronized with frequency-modulated (FM) sweeps (figure 2).

(a) Method

(i) Participants

Participants were two of the authors and four paid volunteers who were unaware of the purpose of the experiments. One of the volunteers participated in the flash-pip condition only and another participated in the rotation-sweep condition only. All had normal or corrected-to-normal vision and hearing. Informed consent was obtained before the experiment started.

(ii) Apparatus

The apparatus was identical to that used in Fujisaki & Nishida (2005). In brief, visual stimuli were generated with a VSG2/5 (Cambridge Research Systems), and auditory stimuli were generated with a TDT Basic Psychoacoustic Workstation (Tucker-Davis Technologies). The participant sat in a quiet dark room 57 cm from a monitor (SONY GDM-F500, frame rate: 160 Hz) while wearing headphones (Sennheiser HDA 200).

(iii) Stimuli

A visual display for the flash-pip condition consisted of 2, 4 or 8 luminance-modulated Gaussian blobs (s.d. = 0.5”) arranged horizontally (when N = 2), in a square (N = 4), or in a circle (N = 8) at an eccentricity of 7.53” from a central bull’s-eye fixation point (see figure 1a). The background was a 21.5 cd m−2 uniform field subtending 38.7” in width and 29.5” in height. Each blob appeared only when the pulse was ‘on’. The luminance increment at the centre relative to the background was 43 cd m−2. Gaussian blobs consist predominantly of low-spatial frequencies, to which visual responses are rapid (Kelly 1979). The auditory stimulus was white noise presented diotically via headphones with a sampling frequency of 24 420 Hz. The noise was presented with intensity ~54 dB SPL and was only delivered when the pulse was ‘on’. During a stimulus presentation lasting 2 s, the amplitudes of the auditory and visual stimuli were modulated by random pulse trains. The pulse trains that modulated different visual elements were uncorrelated (figure 1b). The modulation of the auditory signal was identical to the modulations of one of the visual stimuli—the target (see figure 1c). Generation of a random pulse train was based on the refresh rate of the monitor (160 Hz). For every frame (6.25 ms) the pulse was ‘on’, independent of the state of previous frames, with a probability of 3.13, 6.25, 12.50 or 25%, which respectively resulted in pulse densities of 5, 10, 20 and 40 pulses s−1. Pulse modulation of the auditory stimulus was made by upsampling the 160 Hz target visual pulse to 24 420 Hz, and setting a pulse duration of 6.25 ms.

The visual display for the rotation-sweep stimulus consisted of 2, 4 or 8 windmills (3.72” in diameter; figure 2a). Each windmill had a radial sinusoidal luminance modulation of 4 cycles per rotation, with 50% luminance modulation from the background (43 cd m−2). During a stimulus presentation lasting 2 s, each windmill rotated at a constant speed (180 ° s−1 in terms of rotation speed) and reversed at a rate of 10 times s−1. Reversal timings were randomly determined with the constraints that rotation was confined to ±90° from the initial orientation and that the total moving time was equal for clockwise and anticlockwise rotations. The auditory stimulus was a pure tone. The frequency was logarithmically increased or decreased from 440 Hz at a speed of 2 octaves s−1. The sweep direction was reversed 10 times s−1 with the constraints that frequency should not exceed the range between 220 and 880 Hz (±1 octave from 440 Hz), and returned to 440 Hz at the end of a 2 s presentation. Sound level was about 54 dB SPL when frequency was at 440 Hz. Since the headphones we used are known to have relatively flat frequency characteristics (cf. Hirahara 2004), we did not compensate for sound level across frequencies. Reversal timings were uncorrelated among different windmills. The trajectory of the FM sweep was synchronized with the movements of one of the visual stimuli (figure 2c). Clockwise and anticlockwise windmill rotations corresponded to upward and downward FM sweeps of the auditory stimulus, respectively. The initial orientation of each windmill was randomized to prevent participants from making judgments based on...
the relationship between the absolute rotation angle and absolute pitches of the auditory stimulus.

(iv) Procedure
For each trial, an audio–visual sequence was presented for 2 s. The sound-synchronized visual target was presented at a random position. The participant had to indicate the target position by clicking one of the buttons displayed on a second monitor screen. The spatial layout of the response buttons was the same as that of the visual stimuli. Feedback was provided, after participants had made a response, by showing a square black frame (0.4×0.4") at the target position for 2.2 s (flash-pip) or for approximately 5 s (rotation-sweep). The inter-trial interval was 0.3 s, during which only the fixation point was shown.

There were two within-participants factors: the number of visual elements (3 levels: 2, 4 and 8) and stimulus density (4 levels: 5, 10, 20 and 40 pulses s\(^{-1}\) for the flash-pip condition, 1 level: 10 reversal s\(^{-1}\) for the rotation-sweep condition). These parameters were fixed within each block. Each participant completed at least two blocks for each stimulus condition. One block consisted of 20 trials, plus four initial practice trials.

(b) Results and discussion
Figure 3\(a\) shows the proportions correct for target detection of each condition. This value, however, cannot be directly compared between conditions since chance performance decreases with set size. We therefore computed \(d'\) for \(N\) alternative forced choice (Hacker & Ratcliff...
1 For chance-level performance, $d' = 0$ regardless of the set size ($N$).

Figure 3c (solid lines) shows $d'$ for flash-pip stimuli (separately for four different densities) averaged over the five participants, as a function of the number of the visual elements. A two-way analysis of variance indicated that the main effects of visual element number [$F(2,8) \approx 19.04, p < 0.01$] and temporal density [$F(3,12) \approx 62.19, p < 0.01$], and their interaction [$F(6,24) \approx 9.94, p < 0.01$], were all significant. Target detection was impaired as pulse temporal density increased. A more detailed study on the effects of pulse density will be reported elsewhere. The main point here is that there was a consistent trend across difficulty level that target detection performance became poorer as the number of distracters increased. Set-size effects were significant [$5 \text{ s}^{-1}: F(2,8) = 75.02, p < 0.01$, $10 \text{ s}^{-1}: F(2,8) = 21.84, p < 0.01$, $20 \text{ s}^{-1}: F(2,8) = 3.02, p = 0.039$], except for the highest density condition [$40 \text{ s}^{-1}: F(2,8) = 2.13, p > 0.10$] where performance was close to chance. These results suggest that audio–visual synchrony search is not ‘parallel’, but ‘serial’. An audio–visual synchronous target does not ‘pop-out’.

One concern about the flash-pip stimulus is that Gaussian blobs flashing with appropriate timing could be spatiotemporally grouped, thereby eliciting apparent motion. There are some reports showing that within-modal grouping can suppress crossmodal binding (Watanabe & Shimojo 2001; Sanabria et al. 2005). It is known that visual motion perception is affected by auditory stimuli (Sekuler et al. 1997; Meyer & Wuerger 2001; Watanabe & Shimojo 2001) and vice versa (Soto-Faraco et al. 2002; Sanabria et al. 2005). In addition, flash-pip combinations can elicit audio–visual illusions, including the double flash illusion (Shams et al. 2000) and temporal ventriloquism (Morein-Zamir et al. 2003), in which apparent visual temporal patterns are captured by auditory stimuli. These factors might make visual searches particularly difficult for flash and pip.
stimuli. However, we obtained a very similar set-size effect even when we paired windmill rotations with FM sweeps (figure 3a, c, dotted line; effect of number of visual elements: \( F(2,8) = 12.64, p < 0.01 \), although the FM sweep reversals had no transient pulse that might induce a phenomenon like illusory double flashes, and rotation reversals did not induce apparent motion between windmills.

3. EXPERIMENT 2
The set-size effect shown in experiment 1 could be interpreted as indicating a serial search for audio–visual synchrony that consumes significant amounts of attentional resources. However, distractors could impair target detection in a different way by perceptually reducing the visibility of the target through lateral masking or by a crowding effect (Loomis 1978). In experiment 2, we presented a cue to target location prior to stimulus presentations and asked participants to judge whether that target was synchronous with the auditory stimulus. If set-size effects reflect an attentional limitation synchrony judgments should not be impaired by the presence of distractors when the participant attends to the target. If set-size effects reflect perceptual interference, the presence of distractors should still impair target synchrony discrimination.

(a) Method
Methods in experiment 2 were the same as those used in experiment 1 with the following exceptions. Either one (a target only) or eight (a target and seven distractors) visual stimuli were presented. In the latter condition, the target location, which was randomly chosen from eight possible locations, was pre-cued by a black circle (0.30 in diameter) presented for 2.2 s (flash-pip) or for approximately 5 s (rotation-sweep) until 0.3 s before the stimulus presentation (see figures 1d and 2d). The modulation of the pre-cued visual target was either synchronized (in a half of the trials) or uncorrelated (in the other half) with the modulation of the auditory stimulus. Distractor modulations were always uncorrelated with the sound modulation. Participants indicated whether the target was synchronous with the sound by pressing one of two buttons on a second monitor screen. Feedback was given after each response by colour changes of the fixation marker; blue indicated ‘synchronized’, red ‘uncorrelated’.

(b) Results and discussion
Figure 3b, d show the discrimination performance in terms of proportion correct and \( d' \) for flash-pip stimuli (separately for five different densities) and a rotation-sweep stimulus (10 reversals s\(^{-1}\)), averaged over the five participants and plotted as a function of the number of visual elements. Two-way analyses of variance of data
from the flash-pip condition showed that the main effect of density was significant for both proportion correct (F(4,16) = 35.01, p < 0.01) and d’ (F(4,16) = 31.32, p < 0.01); the effect of visual element number was insignificant for proportion correct (F(1,4) = 1.18, p > 0.1), while significant for d’ (F(1,4) = 11.61, p = 0.027); the interaction between density and element number was significant for proportion correct (F(4,16) = 4.61, p = 0.011), while insignificant for d’ (F(4,16) = 2.33, p > 0.10). Although these mixed results do not completely reject a possible effect of element number for the flash-pip condition, one-way analyses of variance of data from the rotation-sweep condition (under which possible within-modal interactions were minimized) indicated no significant effect of number of visual elements for both proportion correct (F(1,4) = 0.06, p > 0.10) and d’ (F(1,4) = 0.13, p > 0.10). The lack of significant differences between the one and eight element conditions shows that when participants attended to the visual target, distractors had little influence on audio–visual synchrony judgments. This suggests that the set-size effect found in experiment 1 should be ascribed to the requirement to distribute attentional resources between distractors when making synchrony judgments rather than to some distractor-induced perceptual interference.

4. UNLIMITED-CAPACITY, PARALLEL PROCESSING?

The decrease in target detection accuracy with element number (set-size effect) does not necessarily imply attentive (limited-capacity) processing. According to signal detection theory, the set-size effect could also result from noisy, low-threshold, unlimited-capacity, parallel processing (e.g. Palmer et al. 2000). Given that a distractor is judged to be a target (false alarm) with a given probability, the error rate should rise as the number of distractors increases. To see to what extent a pre-attentive, parallel processing model can account for our results, we compared the search performance obtained in experiment 1 with that predicted by a parallel processing model based on the hit and false alarm rates for a single audio–visual synchrony event obtained in experiment 2.

We assume that for a given presentation in the visual search experiment, each target/distractor is independently judged either as correlated (C) or uncorrelated (UC). Counting all the possible combinations of C–UC judgments, there are 2N cases (4, 16 and 256 cases for N = 2, 4, 8, respectively). The probability of the occurrence of each case can be obtained by multiplying the probabilities of C or UC judgment for each element. For instance, when N = 4, the probability that the target and the 2nd distractor are judged as C and the others are judged as UC is

\[ p(\text{C, UC, C, UC}) = p(\text{target} = \text{C})p(\text{distractor}_2 = \text{UC}) \times p(\text{distractor}_3 = \text{C})p(\text{distractor}_4 = \text{UC}). \]

This probability is estimated from the performance for single element judgments in experiment 2: p(target = C) = p(hit); p(target = UC) = p(miss); p(distractor = C) = p(FA: false alarm); p(distractor = UC) = p(CR: correct rejection). In general, if we number each of the possible 2N cases, the probability of occurrence of the ith case is

\[ p(i) = p(\text{target} = \text{C})^ip(\text{target} = \text{UC})^{1-i} \times p(\text{distractor} = \text{C})^ip(\text{distractor} = \text{UC})^{N-i-b}. \]

where \( a = 1 \) if, for the ith case, the target is judged C, and 0 otherwise, and \( \beta \) is the number of distractors that are judged C for the ith case. Assuming that the subject chooses the target among apparent C elements with equal probability, the expected probability of correctly finding the target in the ith case is

\[ \hat{p}_{\text{correct}}(i) = \frac{\alpha}{\alpha + \beta}. \]

For instance, this probability is 0.5 for the case where the target and one of the distractors are judged C (\( a = 1 \), \( \beta = 1 \)). The exception is when none of the elements is judged to be C. In this case, we assume that the target is chosen from apparent UC elements with equal probability.

Finally, the expected proportion correct is

\[ \hat{p}_{\text{correct}} = \sum_{i=1}^{2^N} p(i)\hat{p}_{\text{correct}}(i). \]

Table 1 shows proportion correct and d’ (in parentheses) obtained with experiment 1 (data) and the estimated values from a parallel processing model (model) for different set-size conditions (2, 4, 8, respectively). The paired t-tests show that search performance for N ≥ 4 was significantly worse for the data than for the model prediction, suggesting that the set-size effect found in experiment 1 was too large to be accounted for by the specified parallel, pre-attentive processing model.

Experiments 1 and 2 presented a stimulus for a fixed duration (2 s) and measured the participant’s performance in terms of proportion correct. The results suggest a ‘serial search’ for audio–visual temporal synchrony. According to this perspective, reaction time (RT) following detection of a visual target defined by audio–visual synchrony should increase linearly with set size. Additionally, the slope of the increase in RT should be twice as steep for target-absent trials (where all visual elements have to be checked) than for target-present trials (where the target is found, on average, after half of the elements have been checked). We assess these possibilities in experiment 3.

5. EXPERIMENT 3

(a) Method

There were two within-participants factors: presence/absence of the audio–visually synchronized target and the number of visual elements (1, 2, 4, 6 and 8). Participants and stimuli were identical to those used for the rotation-sweep condition of experiments 1 and 2, with the following exceptions. A stimulus sequence made of windmills and an FM sweep tone lasted for a maximum of 30 s. Since it took too long to generate a 30 s sequence between trials, the same 10 s sequence was repeatedly repeated three times. Visual elements for N ≤ 6 were randomly positioned at N of the eight slots defined by the stimulus N = 8.

In each trial a stimulus was presented until participants pressed the left button on a VSG CT3 response box either...
Table 1. Comparison of data and prediction by unlimited-capacity, parallel processing model. (The proportion correct and \( p \) values from a parallel processing model (model) and the results of paired \( t \) test.

<table>
<thead>
<tr>
<th>( n )</th>
<th>data</th>
<th>paired value (( F(p) ))</th>
<th>model</th>
<th>paired value (( F(p) ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5 s(^{-1})</td>
<td>(2.684)</td>
<td>(0.680)</td>
<td>(3.50)</td>
</tr>
<tr>
<td></td>
<td>10 s(^{-1})</td>
<td>(2.288)</td>
<td>(0.688)</td>
<td>(3.514)</td>
</tr>
<tr>
<td></td>
<td>20 s(^{-1})</td>
<td>(2.372)</td>
<td>(0.714)</td>
<td>(3.704)</td>
</tr>
<tr>
<td></td>
<td>40 s(^{-1})</td>
<td>(2.192)</td>
<td>(0.642)</td>
<td>(3.360)</td>
</tr>
<tr>
<td></td>
<td>100 s(^{-1})</td>
<td>(2.272)</td>
<td>(0.701)</td>
<td>(3.714)</td>
</tr>
</tbody>
</table>

When they found a target or when they judged that there was no target. Participants were asked to respond as accurately and as rapidly as possible. Reaction times (RTs) were given by the time of the button press after the onset of the stimulus presentation. Stimulus presentation stopped immediately after the participants’ button press. Participants were then asked to make an unspeeded response indicating the position of the target by clicking one of the buttons displayed on a second monitor screen. Positions of the response buttons corresponded to the positions of visual stimuli. When participants judged that there was no target they pressed a ‘no target’ button. Feedback was given by showing a black square (0.4\( \times \)0.4") at the target position and/or by changing the colour of the fixation stimulus—blue for ‘target present’ and red for ‘target absent’. When participants made no response for 30 s, the response was regarded as ‘target absent’ with a RT of 30 s. Inter-trial intervals were approximately 16 s.

One session consisted of 20 trials, two trials for each combination of the two factors. Each participant completed 10 sessions containing 200 individual trials.

(b) Results and discussion

Figure 4 shows RTs (figure 4a,b) and proportions correct (figure 4c,d) for target present (figure 4a,c) and target absent (figure 4b,d) trials as a function of visual element number. A two-way analysis of variance was conducted on the RT data. Since the interaction between set sizes and the existence of a target was significant \( F(4,16)=47.34, p<0.01 \), the main effects for each factor were analysed separately. For both target present and absent conditions, the effect of set size was significant [target present, \( F(4,16)=30.93, p<0.01 \); target absent, \( F(4,16)=113.68, p<0.01 \]. For all set-size conditions, the effect of target present/absent was also significant (target present, \( F(1,4)=4.79, p<0.05 \); target absent, \( F(1,4)=15.18, p<0.05 \); N=4, \( F(1,4)=17.00, p<0.05 \); N=6, \( F(1,4)=67.01, p<0.01 \); N=8, \( F(1,4)=216.23, p<0.01 \). Table 2 shows the values of the slope, intercept and \( R^2 \) of linear regressions fitted to data obtained for each subject for both target present and target absent trials. The results indicate a clear set-size effect that can be fitted well using linear regression. The slope was approximately twice as steep for the target absent condition relative to the target present condition. Proportion correct was generally high, falling off slightly at larger set sizes. This implies that the increase in RT for larger set sizes cannot be ascribed to a speed–accuracy trade off.

These results strongly support the hypothesis that search for a visual target defined by audio synchrony is a serial process. We also obtained a similar result using a stimulus made of visual flashes and auditory pips (Koene et al. 2005). One may point out that even for an ideal observer who can use all of the information contained by the stimulus, the latency to detect a target would become longer as the number of distractors increases. This is because the target cannot be uniquely identified until all distractors behave differently from the target. However, when considering the temporal properties of our stimulus (10 changes s\(^{-1}\) occurring randomly), it would not take more than a few hundred milliseconds to uniquely decide on a target even under the condition of \( N=8 \). In addition, the unlimited capacity parallel processing model cannot predict the RT data either, since it predicts that the subject should correctly choose a synchrony target within 2 s in...
74.7% of the trials even when $N=8$ (Table 1). This performance is obviously better than the obtained RTs, which are closer to 10 s.

6. GENERAL DISCUSSION

This study examined whether audio–visual temporal synchronies for multiple objects are pre-attentively processed in parallel or attentively processed in serial. We found that the detection of a visual target changing in synchrony with an auditory stimulus was gradually impaired as the number of unsynchronized visual distractors increased (experiment 1), whereas synchrony discrimination of an attended target was unaffected by the presence of distractors (experiment 2). The effects of distractors cannot be ascribed to reduced visibility of the target, nor can the increase in false alarm rates be predicted by a noisy parallel processing model. RTs to find a target increased linearly with number of distractors (experiment 3). Similar results were obtained regardless of whether the audio–visual stimulus was visual flashes synchronized with AM pips, or visual rotations synchronized with FM sweeps. All of the present results suggest that audio–visual temporal synchrony detection is a serial process.\(^2\)

In our experiments, the target visual stimulus was synchronized with the auditory stimulus with no physical
delay. Considering various factors that could affect the point of audio–visual simultaneity (Stone et al. 2001; Fujisaki et al. 2004), whether physical simultaneity is the optimal condition for discriminating correlated stimuli from uncorrelated ones is an interesting open question. This issue, however, does not require a caveat to our conclusion given that our subjects found no difficulty in discriminating physically synchronous stimuli from asynchronous ones when they knew the location of the target (experiment 2).

The present results, together with a previous finding that distinguishing between repetitive auditory and visual signals alternating in synchrony, or with timing differences, is greatly impaired when the alternations are rapid (Fujisaki & Nishida 2005), suggest that audio–visual temporal synchrony is not detected by early low-level specialized sensors. On the other hand, synchrony is unlikely to be detected by a highly cognitive process given that subjective audio–visual synchrony can be recalibrated by the constant time lag between visual and auditory delays (Fujisaki et al. 2004; Vroomen et al. 2004). Rather, we hypothesize that audio–visual synchrony is detected by a general-purpose mid-level perceptual mechanism that compares salient features extracted from each signal stream. In our visual search task, visual elements are equally salient, so the participant has to attentively select one after another to compare it with the auditory signal. The temporal limitation of audio–visual synchrony detection (Fujisaki & Nishida 2005) can be ascribed to a difficulty in individuating salient features within rapid stimulus sequences. Our hypothesis is consistent with prior findings—that within-modal grouping precedes cross-modal binding (Watanabe & Shimojo 2001; Sanabria et al. 2005) and that audio–visual speech integration (which had been considered to occur pre-attentively) is greatly impaired under high attentional load (Alsius et al. 2005). Additionally, our hypothesis implies homology of processing styles (i.e. matching salient features) for cross-modal binding and for within-modal (visual) cross-attribute binding (Treisman & Gelade 1980; Holcombe & Cavanagh 2001; Lu & Sperling 2001; Nishida & Johnston 2002; Arrighi et al. 2005). One might suggest that we could not find low-level audio–visual mechanisms since our audio–visual signals are not spatially co-localized (Meyer et al. 2005) or they are not sufficiently close to real events (e.g. looming, speech). Although we cannot exclude these possibilities, as far as we know, there is no evidence that spatial co-localization or natural binding dramatically improve audio–visual synchrony perception. Note also that it would be technically difficult to test the effect of co-localization using the standard visual search paradigm.

According to our hypothesis, audio–visual binding is not always attention demanding. Under environments containing a small number of events, early ‘bottom-up’ segmentation processes for each modality can unambiguously extract corresponding audio and visual signals as salient features. Hypothetically, in these circumstances the mid-level perceptual process can detect audio–visual synchrony without consuming attentional resources. Previous studies showing ‘pre-attentive’ audio–visual binding have generally used this type of stimulus configuration (Bertelson et al. 2000; Spence & Driver 2000; Vroomen et al. 2001). Once an audio–visual binding has been established virtually ‘automatically’ at the onset of the stimulus, it might be resistant to modulation by attention (Bertelson et al. 2000; Vroomen et al. 2001). Our hypothesis does not exclude the possibility that the results of cross-modal binding may affect subsequent attentional processes (Spence & Driver 2000). Cross-modal binding may also modulate within-modal segregation (Driver 1996), possibly through feedback mechanisms which might also contribute to other audio–visual interactions that are often cited as evidence for modulation of ‘early’ or low level perceptual processes (McGurk & MacDonald 1976; Stein et al. 1996; Shimojo & Shams 2001; Sheth & Shimojo 2004; Soto-Faraco et al. 2004; Meyer et al. 2005; Soto-Faraco et al. 2005). However, it is entirely possible that some of these phenomena might also be mediated at the same processing stage as, or even later than, the saliency-based cross-modal binding process that we argue for here.

This work was supported by NTT and the Human Frontier Science Program.

ENDNOTES

1 In transforming proportion correct (p) to d' we replaced p = 1.0 with p = 0.99 to avoid an infinite d'.

2 Independent of our study, van de Par & Kohlrausch (2004) have conducted a similar visual search experiment using moving discs and an AM tone. They reported that RTs to find a visually synchronized auditory target increased with the number of visual distractors. In addition, they found a similar result when the roles of visual and auditory stimuli were reversed. That is, the RT to search for a visually synchronized auditory target presented with a given pitch increased with the number of auditory distractors presented at different frequencies. The findings of van de Par & Kohlrausch (2004) therefore support our conclusion of serial processing of audio–visual temporal synchrony.

3 Recalibration of simultaneity by the distance of the audio–visual event from the observer is also reported (Engel & Dougherty 1971; Sugita & Suzuki 2003; Kopinska & Harris 2004; Alais & Carlile 2005; but see also Stone et al. 2001; Lewald & Guski 2004; Arnold et al. 2005).
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