Pushed for time or saving on fuel: fine-scale energy budgets shed light on currencies in a diving bird
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Animals may forage using different currencies depending on whether time minimization or energy maximization is more pertinent at the time. Assessment of net energy acquisition requires detailed information on instantaneous activity-specific power use, which varies according to animal performance, being influenced, for example, by speed and prey loading, and which has not been measured before in wild animals. We used a new proxy for instantaneous energy expenditure (overall dynamic body acceleration), to quantify foraging effort in a model species, the imperial shag Phalacrocorax atriceps, during diving. Power costs varied non-linearly with depth exploited owing to depth-related buoyancy. Consequently, solutions for maximizing the gross rate of gain and energetic efficiency differed for dives to any given depth. Dive effort in free-ranging imperial shags measured during the breeding season was consistent with a strategy to maximize the gross rate of energy gain. We suggest that the divergence of time and energy costs with dive depth has implications for the measurement of dive efficiency across diverse diving taxa.
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1. INTRODUCTION

Our ability to examine whether organisms forage effectively is reliant on knowledge of the currency used for making decisions. Time and energy are fundamental currencies related to fitness (cf. Lemon 1991) and there is evidence from models and experimental manipulations that organisms forage using both ‘time-based’ currencies, where the rate of energy gain is maximized, and/or ‘energy-based’ currencies, where the net energetic efficiency is maximized (sensu Schoener 1971; Kacelnik 1984; Ydenberg & Hurd 1998). The lack of precise data on activity-specific energy expenditure (Butler et al. 2004) has meant that foraging models have often had to assume that energetic costs scale proportionately with time (Kacelnik 1984; Kramer 1988; Wilson & Quintana 2004; but see Pyke 1981). This convenience fails to account for the variation in animal performance even though performance parameters, such as travelling speed and prey loading, have a profound effect on energy expenditure (Pennycuik 1975; Lovvorn & Jones 1991; Feuerbacher et al. 2003). As such, models based on maximizing net energetic efficiency may be flawed, with the extent of the flaw being modulated by the variation in activity-specific energy expenditures exhibited during foraging.

Foraging theory has benefitted greatly from using central place foragers as models (cf. Orians & Pearson 1979), as the characteristic movements from a central place to the foraging patch facilitate the division of foraging costs into those of travel to and from the foraging patch (primarily functions of distance, speed and load) and those of prey searching, capture and handling in the patch (Orians & Pearson 1979). Diving organisms are particularly well-defined central place foragers because they locate food beneath the water surface but return to a central place, the surface, in order to breathe. Virtually all air-breathing divers, including seals, cetaceans, birds and turtles, exemplify a predatory group in which ‘energy’ costs do not scale linearly with ‘time’ costs because the effort required to swim varies with water depth (Wilson et al. 1992; Williams et al. 2000). These animals therefore experience a change in the costs of travel with distance from the central place. A similar scenario occurs in terrestrial systems where animals return with greater prey loads from more distant prey patches (Orians & Pearson 1979). Such relationships may change predictions of the optimal allocation of time and effort to the foraging cycle (cf. Houston & Carbone 1992; Hedenstrom & Alerstam 1995) where time and energy costs differ substantially.

Overall dynamic body acceleration (ODBA), which reflects body motion, has recently been found to correlate linearly with the rate of oxygen consumption in a number of species (Wilson et al. 2006; Fahlman et al. 2008; Halsey et al. 2009; Green et al. 2009). This follows because energy is required for mechanical work, and activity can account for a large proportion of the variation in metabolic costs, accounting, for instance, for 76 per cent of the variation...
in field metabolic rate (above standard metabolism) in mammals up to 2 kg (Karasov 1992). We used ODBA, measured by an animal-attached logger, to quantify the relationship between dive effort and dive depth for each of the dive phases in the imperial shag Phalacrocorax atriceps. Imperial shags are model organisms with which to examine central place foraging strategies in the wild, as, being benthic foragers, time in the foraging patch is readily identifiable from depth profiles as periods of little change (Wanless et al. 1992).

Our study sought to quantify the costs of the different phases of foraging dives and examine how these costs varied in relation to the distance of the patch (the bottom) from the central place (the surface). The derived time and effort costs were used to model foraging strategies that would maximize the (time-based) rate or the (energy-based) efficiency of foraging in imperial shags. Where travel costs are taken as a linear function of time alone, the solutions for maximizing efficiency in relation to time and energy are very similar (Houston & Carbone 1992). We hypothesized that the outcomes of the two currencies may differ once depth-related costs are accounted for, and further, that imperial shags are more likely to maximize the gross rate of energy gain, as the duration of the foraging trip, in which birds have to acquire resources to feed themselves and provision offspring, is limited by day length, chick-rearing shifts and feeding schedules (cf. Ydenberg & Hurd 1998).

2. METHODS

(a) Device deployment

A total of 15 male imperial shags were equipped with experimental Daily Diary units in Argentina (Wilson et al. 2008). All units recorded triaxial acceleration, hydrostatic pressure, temperature and geomagnetic orientation with 22 bit resolution at frequencies of 6–9 Hz, though only triaxial acceleration and depth data are used in this analysis. The units were streamlined to minimize the drag and had maximum dimensions of 70 × 40 × 10 mm, a maximum mass of 36 g in water and 68 g in air, representing no more than 2.5 per cent of mean body mass (Swagelj & Quintana 2007).

Birds were equipped during the austral summers of 2005, 2006 and 2007 in breeding colonies at Punta Léon (43° 04′ S, 64° 2′ W) (n = 12 individuals) and Bahía Bustamante (45° 10′ S, 66° 30′ W) (n = 3 individuals), Chubut, Argentina. Shags were equipped when brooding one to three small chicks. Birds were slowly removed from the nest using a custom-made crook and devices were attached using Tesa tape. The birds were then returned to the nest and left to forage for a single trip before the device was removed.

(b) Derivation of overall dynamic body acceleration

ODBA is a single integrated measure of body motion (Wilson et al. 2006), defined as

\[
\text{ODBA} = D_x + D_y + D_z,
\]

where \( D \) is the dynamic component of acceleration arising from body motion in each of the three spatial axes corresponding to surge, heave and sway. The total acceleration values recorded in each axis (\( T \)) are the product of both static and dynamic components, with static values (\( S \)) representing body posture with respect to gravity (Yoda et al. 2001). In order to derive values of \( D \), the total acceleration data in each channel were smoothed over a period of 3 s (Shepard et al. 2008). The smoothed values for any time period were then subtracted from the total acceleration over the same interval and converted into positive units to yield the dynamic values, so that

\[
\text{ODBA} = \sqrt{\left( T_x - \left[ \sum_{n} \left( T_{x,n} \cdot T_{x,n+p} \right) / (p + 1) \right] \right)^2 + \left( T_y - \left[ \sum_{n} \left( T_{y,n} \cdot T_{y,n+p} \right) / (p + 1) \right] \right)^2 + \left( T_z - \left[ \sum_{n} \left( T_{z,n} \cdot T_{z,n+p} \right) / (p + 1) \right] \right)^2}.
\]

(c) Dive selection

Only dives with a clear distinction between descent, bottom and ascent phases were selected as these were likely to represent foraging dives. Birds performed from 15 to 91 of these dives per foraging trip and random numbers were generated to select 15 dives from each bird. The maximum depth reached during the dive was used to define dive depth as there was little variance in depth during the bottom phase.

During pre-dive pauses, dynamic acceleration was likely to result from both active movement and wave motion at the surface so that ODBA values for this time are likely to overestimate bird effort. A resting ODBA was therefore estimated from periods of low activity when birds were in the colony and used to calculate a mean instantaneous ODBA value across individuals as a proxy for effort expended during the pre-dive pause. Finally, in assessing the relationships between the pre-dive pause and maximum depth, pauses over 1000 s were removed following Quintana et al. (2007).

Analyses were conducted in SNOOP (Gareth Thomas, Freeware), Minitab (Minitab Inc. State College, USA), Microsoft EXCEL (Microsoft UK, Reading, UK) and three-dimensional contour plots were plotted in SURFER PLOT (Golden Software, Golden, USA).

3. RESULTS

Both dive duration and the ODBA integrated over the whole dive increased as curvilinear functions of maximum depth (figure 1). However, while dive ODBA and dive duration predicted each other well at depths of less than 30 m, dive duration overestimated dive ODBA for deeper dives (figure 1). These curves are the product of the following relationships for each of the dive phases.

Both descent duration (figure 2a(i)) \( y = 0.814x - 0.313, r^2 = 0.98, \text{d.f.} = 516, F = 23892, p < 0.001 \) and ascent duration (figure 2a(ii)) \( y = 0.743x - 0.203, r^2 = 0.94, \text{d.f.} = 516, F = 8350, p < 0.001 \) increased linearly...
as a function of dive depth, whereas the duration of the bottom phase increased curvilinearly (figure 2a(iii)\[y = -0.0224x^2 + 3.0168x + 10.221, r^2 = 0.66, \text{d.f.} = 516, \ F = 488, \ p < 0.001]\).

The total ODBA for the descent increased with maximum depth (figure 2b(i)\[y = -0.018x^2 + 2.952x - 0.468, r^2 = 0.90, \text{d.f.} = 237, \ F = 1095, \ p < 0.001]\) as did the total ODBA for the ascent, though with a slope less than half that of the descent ODBA (figure 2b(ii)\[y = 0.6306x + 1.5964, r^2 = 0.68, \text{d.f.} = 237, \ F = 233, \ p < 0.001]\). The mean instantaneous ODBA at any given depth during the descent decreased with increasing depth and did not vary as a function of maximum dive depth (figure 3), indicating that the cost for the whole descent was a function of maximum dive depth alone.

The total ODBA during the bottom phase increased with dive depth (figure 2b(iii)\[y = 55.398 \ln(x) - 22.01, r^2 = 0.34, \text{d.f.} = 237, \ F = 61, \ p < 0.001]\). ODBA during the bottom phase was a function of prey searching, prey pursuit and handling. In order to model dive efficiency as a function of available search time and effort alone, the ODBA arising from prey searching was estimated as follows: examination of the ODBA during the bottom phase indicated a relatively constant baseline value (assumed to represent prey searching), from which periodic increases in ODBA occurred (possible prey pursuits). In order to define a cut-off point between baseline and peak values, the frequency of ODBA values was calculated across the bottom phases from all dives and binned according to maximum depth with 5 m bins. Here, the modal ODBA showed a general decrease with increasing depth, as predicted by buoyancy changes with depth. The frequency distributions were all strongly skewed to the left, and the 75 per cent quartile was taken as the cut-off point between search and pursuit values, assuming that the tail beyond this point represented increases in effort above the baseline associated with prey pursuit. Power requirements (mean ODBA per unit time) were calculated for periods with ODBA values less than the 75 per cent quartile for each 5 m depth bin and were found to decrease with depth according to \[y = 0.0005x^2 - 0.0511x + 2.6173 \ (r^2 = 0.62, \text{d.f.} = 141, \ F = 114, \ p < 0.001)\].

The pre-dive pause duration (hereafter 'pause duration') increased as an accelerating function of the total ODBA expended during the dive (figure 4). Owing to the relatively high variance typical of the relationship between surface pause duration and dive duration (Wanless et al. 1992), or in this case dive ODBA, a trend line was fitted to the mean pause durations for dive ODBA values binned in 50 g bin widths (figure 4; \[y = 20.68e^{0.0083x}, r^2 = 0.73\]).

4. DISCUSSION

While the case of buoyancy is particular to diving species, costs of travel vary across diverse organisms with travel speed (Hedenstrom & Alerstam 1995; Feuerbacher et al. 2003) and load (Pennycuik 1975). In volant birds, the selection of travel speed has received much attention, as it can provide an indication of whether individuals aim to minimize the time spent travelling, the energy consumed per unit time, or the energy per unit distance (see Henningsson et al. (in press) and references therein). For example, swifts have recently been shown to alter their relative speed, and behavioural currency, between their spring and autumn migrations in response to the variable fitness consequences associated with an early arrival from the respective journeys (Henningsson et al. in press).

Like migration, the problem of how air breathers can best exploit underwater resources has been a source of intrigue for biologists for decades (Dewar 1924). However, owing to the difficulties associated with measuring energy expenditure over these fine scales, estimates of efficiency over the dive cycle have, to date, been based on the allocation of time alone (e.g. Kramer 1988; Wilson & Quintana 2004). This approach has been widely used to measure foraging efficiency and how it varies through time, and across individuals of different age and sex (e.g. Daunt et al. 2007), even though the most appropriate currency may also vary under such circumstances.

(a) Quantifying dive effort

For diving animals, the mechanical costs of swimming are primarily determined by their buoyancy and the speed-related drag acting on their bodies (Lovvorn & Jones 1991; Wilson et al. 1992). The decreasing ODBA values with increasing depth during the descent (cf. Wilson et al. 2006) and bottom phases (cf. Watanuki et al. 2005) are consistent with pressure-related changes in buoyancy, as birds experience a reduction in upthrust owing to the compression of their body air as they descend in the water column. The particular situation noted by various authors for penguins, where birds inhale a greater volume for deeper dives (e.g. Sato et al. 2002), which confers greater dive capacity via greater body oxygen stores without incurring much extra buoyancy (except during the descent), does not seem to apply to imperial shags. Here, birds appear to descend with a constant respiratory air volume, as instantaneous ODBA at any particular depth during the descent did not change with maximum dive depth (figure 3). Regulating the volume of air in the respiratory system may not incur much of an advantage in this species, which transports a higher volume of air to depth in its plumage (Quintana et al. 2007). Importantly, therefore, the buoyancy costs can be described by a single relationship with respect to maximum dive depth.

The changing buoyancy costs with dive depth produced a strong curvilinear relationship between the
energy costs summed over the whole dive and dive depth. Thus, while dive duration increased with depth, as found elsewhere (e.g. Wanless et al. 1992), the increase in dive effort was not proportional to the increase in dive duration (figure 1). Consequently, we may expect predictions of dive efficiency to vary where they are based on (i) the duration of the dive cycle and (ii) the mechanical power requirements of the dive. This was tested as follows.

(b) Model construction
In diving animals, solutions for optimizing time in the foraging patch (\(t\)) are complex, as the period of recovery at the surface (\(s\)) required following each dive, to allow the bird to reacquire body oxygen stores and eliminate CO\(_2\) (Boutilier et al. 2001), necessitates both a time and energy investment. The precise allocation of time or energy to each phase of a dive (including the surface pause) will affect the rate and efficiency of energy gain because many phases of the dive are interdependent (Houston & Carbone 1992).

Models were constructed to identify the allocation of time and effort within the dive that would maximize the dive efficiency with respect to two different currencies.

First, the gross rate, \(R\), of energy gain

\[
R = \frac{g'(t)}{(\tau + t + s)},
\]

where \(g'\) is the rate of energy gain over time \(t\) in the foraging patch (the bottom phase of the dive), and \(\tau\) is the travel time (the sum of the descent and ascent phases to any given depth). In both currencies the rate of energetic gain is assumed to be proportional to the patch time, so \(g'(t)\) becomes \(t\). The second currency considered is the energetic efficiency \((E)\), defined as the ratio of energy gained to energy expended

\[
E = \frac{t}{(c_1 \tau + c_2 t + c_3 s)},
\]

where \(c_1\) is the energetic cost of travel, \(c_2\) that of foraging and \(c_3\) the energetic cost of surface pause.

The rate and efficiency of energy gain are both calculated considering each dive cycle as a discreet departure from the central place (the surface). For a dive to any given depth we can vary the amount of effort (ODBA) that the model bird has available to it, \(K\). The effort
available in the patch is then

\[ K - c_1 \tau, \]  

(4.3)

where \( c_1 \tau \) is the sum of the ODBA for the descent and ascent to any given depth (see §3, figure 1) and the patch time is

\[ t = \frac{(K - c_1 \tau)}{m_2}. \]  

(4.4)

where \( m_2 \) is the instantaneous ODBA during the bottom phase for any given depth (see §3). \( K \) is also used to derive the surface pause duration (based on the empirical relationship described in §3, figure 4), which is multiplied by a constant to find \( c_3 \) (see §2). Implicit in the models are the assumptions that \( K \) is equal to the energy expended within the dive (Hansen & Ricklefs 2004) and that birds rely on aerobic respiration. Values of \( K \) are based on the range of ODBA values for dives in free-living imperial shags.

(c) Model predictions

In the model outputs, the maximal gross rate of gain decreased with increasing dive depth, while the maximal energetic efficiency peaked at 40–42 m (figure 5). For any given depth, there was an optimal value of ODBA within the dive (equating to surface time). These optima varied between the two currencies, with the rate of gain being maximized with lower values of ODBA at all depths (figure 6a). While a strategy to optimize the energetic efficiency provided much greater bottom duration (or effort) per dive cycle (figure 6b), this was at the expense of an increasing surface time (figure 6c; cf. Wanless et al. 1992).

Of the two currencies considered here, values of dive ODBA recorded in free-ranging shags were more consistent with predictions that would maximize the gross rate of energy gain (figure 6a). Here we note that optima are presented for two currencies only, of which other permutations exist (Kacelnik 1984). In an exploration of currencies based on theoretical values of energy expenditure during feeding, Ydenberg & Hurd (1998) found that a rate-maximizing strategy performed best when time was limiting. In the present study, imperial shags are likely to be limited by the need for both males and females to forage during daylight hours while the other guards the nest. These conditions are specific to the breeding season and it may be that, subsequently, when the time available for foraging increases and energy requirements decrease, a currency based on energetic efficiency confers a greater advantage (Schoener 1971; Ydenberg & Hurd 1998).

(d) Model sensitivity

The model assumes that ODBA can be used as a proxy for the mechanical power requirements of swimming. While this relationship has not been calibrated in cormorants, instantaneous ODBA was previously found to correlate linearly with the predicted upthrust experienced by imperial shags during the dive descent (Wilson et al. 2006, fig. 4b). The rate of oxygen consumption was also linearly related to ODBA for great cormorants (Phalacrocorax carbo) walking on a treadmill (Wilson et al. 2006). As cormorants and shags are foot-propelled divers, many of the same muscle groups will be involved in walking and swimming.

We also note that model estimates of the rate and efficiency of energy gain will be sensitive to the power term in the relationship of surface pause interval to \( K \). While there is evidence in the present and previous studies that pause duration increases as an increasing function of dive duration (and here \( K \)), accurate definition of this term is compromised by the range of potential roles of the dive pause, including post-dive recovery, pre-dive preparation (Boutilier et al. 2001) and prey handling. Furthermore, birds may not dive in steady state (cf. Wilson & Quintana 2004). Estimates of the energetic efficiency will also be affected by the surface metabolic rate \( (m_b) \) (cf. Houston & Carbone 1992). The question of exactly when, during the dive cycle, birds pay for mechanical work is complex, as the processes of oxygen intake and increased heart rate, both normally linked in time to physical work, become dissociated over the dive cycle. A resting value of ODBA was taken as the estimate of surface effort owing to (i) actual measurements of surface motion representing wave action rather than body motion; (ii) the relationship of both CO₂ accumulation and O₂ depletion to mechanical work performed during the dive (Elliott et al. 2008); and (iii) the characteristic
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5. CONCLUSIONS

In this study, we have considered dive costs as a function of mechanical power requirements. A consequence of the variation in power requirements with dive depth is that solutions for optimizing the rate of energy gain (in terms of the allocation of time and effort over the dive cycle) are likely to differ from those that would optimize the overall energetic efficiency. The degree to which time and energy costs diverge with depth will be a function of (i) the buoyancy of the study animal and (ii) the depth range used.

Buoyancy-mediated changes in power requirements are likely to be particularly pertinent for diving in birds, which dive with a greater volume of compressible air in their respiratory spaces than other vertebrate divers, and have additional air trapped within their plumage (Hansen & Ricklefs 2004). However, as air spaces become compressed, body density plays an increasingly important role in determining buoyancy (Lovvorn & Jones 1991), thus mediating a change in mechanical power requirements with depth for a range of air-breathing divers, including deep-diving species (Williams et al. 2000).

Time and energy costs may further diverge as a result of physiological mechanisms that have evolved in air-breathing divers in response to the constraints on time and energy spent underwater. For instance, diving metabolic rate may vary with dive depth and duration where mechanisms such as bradycardia and regional hypothermia are employed (e.g. Thompson & Fedak 1993). Although ODBA cannot address these non-mechanical issues, it appears uniquely placed as a method of measuring the variation in locomotion-related power requirements at fine scale. As such, it is likely to provide insight into the allocation of effort in different ecological situations, both within and between individuals, and thereby the currencies employed over a range of spatial and temporal scales.
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