Sexually transmitted infection and the evolution of serial monogamy
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The selective forces shaping mating systems have long been of interest to biologists. One particular selective pressure that has received comparatively little attention is sexually transmitted infections (STIs). While it has been hypothesized that STIs could drive the evolutionary emergence of monogamy, there is little theoretical support. Here we use an evolutionary invasion analysis to determine what aspects of pathogen virulence and transmission are necessary for serial monogamy to evolve in a promiscuous population. We derive a biologically intuitive invasion condition in terms of population-specific quantities. From this condition, we obtain two main results. First, when pathogen virulence causes mortality rather than sterility, monogamy is more likely to evolve. Second, we find that at intermediate pathogen transmission rates, monogamy is the most selectively advantageous, whereas at high- and low-transmission rates, monogamy is generally selected against. As a result, it is possible for a pathogen to be highly virulent, yet for promiscuity to persist.

1. Introduction

The evolution of mating systems is a well-studied area of biology, emphasizing the ways in which the sexual behaviour of individuals can be adaptive. Individuals can shape the mating system by preferentially assorting with partners exhibiting specific characteristics (mate choice) or by forming prolonged relationships with a small number of individuals. Mate choice can be adaptive as a by-product of sexual selection for healthy, disease-resistant mates [1], whereas prolonged sexual relationships can be adaptive when resource heterogeneity promotes mate guarding [2] or parental investment is essential for offspring survival [2,3].

A selective pressure upon mating systems that has received comparatively little attention is sexually transmitted infections (STIs) [4–8]. The logic behind STIs as an evolutionary force is simple: the more sexual partners an individual has, the greater the likelihood of procuring an STI. For example, when mate choice is important, ‘attractive’ individuals tend to have more sexual partners and thus a greater probability of becoming infected. As a result, STIs can counteract selective pressure upon mate choice [8–11], or allow the coexistence between risky and safe mating behaviours [10,12]. On the other hand, in the presence of an STI, mating systems such as monogamy can be advantageous if they reduce infection risk. Yet there are fitness consequences to doing so: by limiting the number of mates, an individual potentially misses out on reproductive opportunities.

Despite the fitness complications, STIs have long been hypothesized as a possible selective pressure for the evolutionary emergence of monogamy, particularly when they are more virulent [4,6,7,13] and are sterilizing [7]. However, theoretical support is limited. Previous work on mating systems and STIs has predominately explored polygamous mating systems and generally assumed additional selective pressures, such as mate choice [9–11], or allow the coexistence between risky and safe mating behaviours [10,12]. On the other hand, in the presence of an STI, mating systems such as monogamy can be advantageous if they reduce infection risk. Yet there are fitness consequences to doing so: by limiting the number of mates, an individual potentially misses out on reproductive opportunities.
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what conditions, STIs can drive the emergence of monogamy in a promiscuous population.

Here we examine what aspects of pathogen transmission and virulence are required for STIs to promote the evolution of serial monogamy in an explicit population-dynamic context. In accordance with the empirical evidence for the evolution of monogamy [15], we focus on the transition from a promiscuous population, with global sexual interactions, to a serially monogamous population characterized by pairwise interactions of variable length. The only selective force in our model is the endemic STI whose virulence causes increased sterility and/or mortality. Through an evolutionary invasion analysis, we derive a biologically intuitive condition under which a pair-forming mutant can invade a promiscuous population. We obtain two primary results. First, monogamy is most selectively advantageous for pathogens with intermediate transmission rates. As a result, highly virulent, pervasive pathogens can select against monogamy, contrary to expectations (e.g. [7,13]). Second, pathogens causing mortality tend to select for serial monogamy whereas sterilizing pathogens tend to select for promiscuity.

2. Model
Consider a host–pathogen system in which hosts are either infected or susceptible: once infected, there is no recovery. Pathogen virulence causes host mortality and some level of sterility, while pathogen transmission occurs through sexual contact and is exclusively horizontal. Assume that the host population has a fixed sex-ratio, that mate availability is not a limiting factor to the reproductive success of either sex. Consequently, we can simplify the mathematical model by considering a population of diploid, sexual hermaphrodites. In what follows, we establish the population dynamics of the promiscuous wild-type population. We then find the conditions under which a mutant exhibiting the ability to form pairs can invade the wild-type population while at its endemic equilibrium. As our focus is upon what pathogen attributes can promote the emergence of serial monogamy, we restrict our analysis to invasion.

(a) Dynamics of promiscuous wild-type population
Let \( S(t) \) and \( I(t) \) denote the densities of susceptible and infected individuals at time \( t \), respectively. Individuals produce oocytes at a per capita rate of \( b_0 \) which are immediately fertilized by a randomly chosen member of the population; as such, the population is promiscuous with global sexual interactions. Infection does not alter the rate at which gametes are produced, but it does cause some level of sterility. Let \( \delta b \) be the probability that the gametes of an infected individual are viable: if both parties are infected the probability that fertilization is successful is \( \delta^2 \).

In general, infectious diseases exhibiting frequency-dependent transmission (such as STIs) cannot regulate population size [16], so we assume that population growth is limited by a carrying capacity upon birth rate. By doing so, if we let \( N = S + I \) denote the total density of individuals, then without loss of generality we can set \( N \leq 1 \). It follows that susceptibles produce new susceptibles at a per capita rate of \( T_S = b_0(S + \delta b)(1 - N)/N \), while infected individuals can expect to produce new susceptibles at a per capita rate of \( T_I = \delta b I \).

Production of oocytes is an opportunity for pathogen transmission. Let \( \beta \) be the probability per reproductive event of infection transmission. Then susceptibles become infected at a per capita rate of \( L = 2\beta b_0/\lambda \), where the presence of the \( 2 \) is because individuals can become infected by playing either the role of ‘male’ or ‘female’. Finally, individuals die at a per capita rate of \( m_S \) or \( m_I \), depending upon infection status (with \( m_T \geq m_S \)).

To reduce the number of parameters, we rescale time relative to the mortality rate of susceptible individuals, that is, we define \( \hat{t} = t/m_T \). Then, letting \( \mu = m_I/m_S \) (hence \( \mu \geq 1 \)), \( b_I = b_0/m_S \), \( \theta_I = T_I/m_S \) and \( \lambda = L/m_S \), the promiscuous wild-type population dynamics are

\[
\begin{align*}
\dot{S} &= \theta_I I + (\delta b - \lambda - 1)S \\
\dot{I} &= \lambda S - \mu I,
\end{align*}
\]

where dots indicate differentiation with respect to \( \hat{t} \).

Equations (2.1) admit three equilibria: population extinction, \( (S, I) = (0, 0) \), a disease-free equilibrium (DFE), \( (S, I) = (1 - 1/b_0, 0) \), and an endemic equilibrium, which we will denote \( (S, I) \). As the dynamics of (2.1) are quite complicated, here we summarize the crucial results (see the electronic supplementary material). If \( b > 1 \) and the basic reproductive number, or \( R_0 \), satisfies \( R_0 = (2\beta b)/\mu > 1 \), then the DFE is unstable. Let

\[
\delta^* = \frac{1 + \sqrt{\beta (R_0 + 1/\mu - 1)}}{R_0 - 1}.
\]

If \( \delta > \delta^* \), then the endemic equilibrium is positive. If the pathogen only causes mortality (i.e. \( \delta = 1 \)), then the endemic equilibrium is locally asymptotically stable (LAS) whenever it exists. If the pathogen causes sterility, then the endemic equilibrium can exist and be unstable, giving rise to periodic solutions. However, for a wide range of parameter space, the endemic equilibrium is LAS, and it is this parameter space we consider in what follows.

(b) Invasion dynamics of serially monogamous mutant
Suppose a rare mutant enters the wild-type population while at its endemic equilibrium, \( (S, I) \). The mutant allele is not recessive, occurs at a single autosomal locus, and grants behaves promiscuously, and are thus able to reproduce. There are also four pairing types, which we will denote \( k \) and \( j \), where \( k \) and \( j \) indicate infection status of the paired mutant and wild-type, respectively. While paired, sexual contacts are exclusively between partners. We assume that the mutant allele does not alter either the rate of oocyte production, \( b \), or the probability of transmission, \( \beta \). Therefore, susceptible mutant singletons become infected at a per capita rate of \( \lambda \), while infection is transmitted in pairings involving a single infected individual at a per capita rate of \( \lambda_p = 2\beta b \).
Pair-formation occurs at a per capita rate of $\varphi_{ij}(\rho)$ where $\tilde{k}$ and $j$ indicate the infection status of the mutant and wild-type forming the pair, respectively, and $\rho \geq 0$ is the trait encoded for by the mutant allele. The function $\varphi_{ij}(\rho)$ depends upon the wild-type population densities, is non-negative, is increasing in $\rho$, and satisfies $\varphi_{ij}(0) = 0$. A pairing breaks up following the death of either member. If the wild-type partner dies, then a mutant enters the appropriate singleton class. We do not allow for ‘divorce’; while facultative partner break-up does occur in some populations [7,17,18], we ignore it for simplicity. We assume that the mutant has full control over the pairing process. Mechanistically, this could correspond to the mutant ‘tagging along’ behind its chosen partner as the partner diffuses randomly about the (homogeneous) environment. Thus, the chosen partner is passively involved in the process, and as such, any cost associated with pair-formation are paid by the mutant (e.g. ‘tagging along’ behind an individual is energetically expensive).

The costs paid by the mutant to form pairs can be subdivided as either catalysis costs, that is, costs paid to actually form the pair and hence paid as a singleton, or maintenance costs, which are costs paid to maintain the pair while paired. Conceptually, these costs can be viewed as attracting/finding a partner (catalysis) and partner retention (maintenance). For the purposes of our model, we assume that both the maintenance and catalysis costs occur through reduced fecundity or increased mortality relative to a wild-type individual. Let $\hat{\nu}_i(\rho) \in [0,1]$ be the reduced fecundity of a solitary ($i = q$) or paired ($i = p$) mutant, such that $\hat{\nu}_i(\rho)$ is a non-increasing function of $\rho$ satisfying $\hat{\nu}_i(0) = 1$. Likewise, let $\tilde{\mu}_i(\rho)$ be the increased mortality of a solitary ($i = q$) or paired ($i = p$) mutant such that $\tilde{\mu}_i(\rho)$ is a non-decreasing function of $\rho$ satisfying $\tilde{\mu}_i(0) = 1$ (both $\mu_i(\rho)$ and $\hat{\nu}_i(\rho)$ are multiplicative costs).

To determine whether or not the mutant can invade, consider the expected lifetime reproductive success (LRS) of a rare mutant: if greater than the LRS of a wild-type individual, invasion is possible. To arrive at a measure of mutant LRS, we need to count production of susceptible mutant singletons. This production can occur either through reproduction (identical to wild-type, except multiplied by fecundity penalties, $\hat{\nu}_i(\rho)$), or through the break-up of a pairing involving a mutant susceptible (i.e. the mutant gives birth to itself; this occurs in type $\tilde{S}I$ and $\tilde{S}S$ pairings). We denote expected production of mutant susceptibles while in class $\tilde{k}$ or $kj$ as $\vartheta_{ij}$, respectively. Now, each mutant individual begins its life as a susceptible singleton, whereupon it proceeds through the different mutant classes in a variety of ways, or pathways. In our calculation of mutant LRS, to avoid double counting, each of these pathways is terminated at the class at which we count production of susceptible mutants. As there are six mutant classes, there are six categories of pathways. A pictorial representation of these six categories, comprising all possible routes to mutant fitness returns is shown in figure 1. The sum of the expected fitness returns, from the six categories of pathways in figure 1 is the mutant LRS: if greater than wild-type LRS, the mutant can invade. This is our invasion condition.

An example of one such pathway to fitness returns is as follows. Mutant susceptibles form $\tilde{S}S$ pairings with probability $\vartheta_{SS}/\tau_{SS}$, where $1/\tau_{SS}$ is expected time spent as a susceptible singleton. Type $\tilde{S}S$ pairings last for an average $1/\tau_{SS}$ time units, during which they can expect to produce susceptible mutants at rate $\vartheta_{SS}$. This particular pathway is labelled ii in figure 1. Pathways in which a mutant spends time as an infected singleton are more complicated. If a mutant becomes an infected singleton, it can move back and forth between classes repeatedly (in particular, $\tilde{I}$, $\tilde{I}S$ and $\tilde{II}$) before the pathway terminates in reproductive output. In the inset of figure 1, we show the three repeatable loops. Repetition of these loops can occur in any order and combination and each sequence of such loops is of variable

![Figure 1. The six categories of pathways through which a mutant can produce susceptible mutant singletons. Blue circles correspond to singleton classes, and red circles to pairs; the letters denote infection status and the constitutive members of the pairings. Arrows indicate movement between classes. Each pathway terminates at the stage at which production is counted; with the exception of pathways (ii) and (iii), the production is of new mutant susceptibles. Pathways (ii) and (iii) also include the possibility of pairing break-up resulting in the production of a previously existing susceptible. The loops involving $I$ are more complicated and are shown in the inset. These loops can consist of all possible combinations and orderings of the sojourns shown. For example, if we took $n = 2, j = 1, k = 0$, there are two possible loops: $I \rightarrow \tilde{I} \rightarrow I \rightarrow IS \rightarrow I$ and $I \rightarrow \tilde{I}S \rightarrow I \rightarrow \tilde{II} \rightarrow I$. (Online version in colour.)](image)
length. In the electronic supplementary material, we provide a detailed formulation of the mutant subpopulation dynamics and a proof of the invasion condition, partitioned to match with figure 1.

3. Results

Because of the unwieldy nature of the invasion condition, to ascertain the impact of varying pathogen transmission, \( R_0 \), and pathogen virulence, \( \mu \) and \( \delta \), upon mutant invasion, we suppose that the mutant behaviour only slightly deviates from that of the wild-type (\( \rho \approx 0 \); a weak selection approximation). Then if we compute the Maclaurin expansion of the invasion condition, second order and higher terms in \( \rho \) have negligible impact and can be ignored. Although in this paper we focus exclusively upon a weak selection approximation, we do not believe that relaxing this assumption would dramatically alter our qualitative conclusions. That is, the general biological advantages/disadvantages of pair-formation should remain the same, irrespective of the rate at which rare mutants form pairs.

To apply a weak selection approximation, we will fix attention on a particular pairing formation function, \( \varphi_\rho (\rho) = \rho j / N \). The choice of \( \varphi_\rho (\rho) \) was made to ensure that pair-formation rates increase linearly with population density rather than quadratically, as would be the case were we to use mass-action kinetics [19, 20]. Because our choice of \( \varphi_\rho (\rho) \) does not depend upon infection status of the parties involved, our analysis assumes that the infection is cryptic, which is expected to be adaptive for both STIs and their hosts [21].

Importantly, under weak selection the only non-zero pair formation terms are those involving the derivative of \( \varphi_\rho (\rho) \). In all other cases, since \( \varphi_\rho (0) = 0 \), the terms will reduce to zero. As an immediate consequence, maintenance penalties such as \( \bar{m} (\rho) \) and \( \bar{v}_1 (\rho) \) do not affect the invasion process. Mathematically, this is because pair-formation is of order \( \rho \); consequently, penalties paid as part of the pairing result in terms of order \( \rho^2 \), which are negligible under weak selection. Conceptually, since \( \rho \approx 0 \), a mutant can expect to form very few pairs. As a result, the mutant is concerned with any fitness it forfeits as a singleton in terms of catalysis costs, whereas all fitness returns from any potential pairings are viewed purely as benefits. Hence under weak selection the mutant is indifferent to maintenance penalties.

In the electronic supplementary material, we apply a Maclaurin expansion to the invasion condition. In what follows, we consider the cases in which pathogen virulence is exclusively sterility (\( \mu = 1 \)) or exclusively mortality (\( \delta = 1 \)), before examining them in combination. For simplicity, we suppose that there is a single catalysis trade-off with pair-formation: either fecundity, \( \bar{v}_1 (\rho) = 0 \), or mortality, \( \bar{v}_1 (\rho) = 1 \). As these yield qualitatively similar results, in what follows we focus on the fecundity trade-off.

(a) Pathogen causes sterility

Suppose the pathogen affects only host sterility (\( \mu = 1 \)). Then the mutant can invade whenever

\[
1 \left( \frac{R_0 - 1}{R_0} \right) \frac{(1 - \delta (R_0 + 1 - \delta (1 + R_0^2)))}{(R_0 + 2)(1 + \delta (R_0 - 1))^2} \frac{d \bar{v}_1}{d \rho} \bigg|_{\rho \to 0},
\]

holds. If costs are exclusively maintenance (\( \bar{v}_1 (\rho) = 1 \)), then (3.1) simplifies to

\[
R_0 + 1 > \delta (1 + R_0^2).
\]

When (3.1) or (3.2) is satisfied, at low levels of STI transmission (\( R_0 \) close to 1), increases to pathogen transmission, or increases to \( R_0 \), promote the evolution of monogamy. However, there exists a critical \( R_0 \) at which the system behaviour changes: above this critical \( R_0 \), increasing pathogen transmission hinders the evolution of monogamy (figure 2).

Biologically, at low \( R_0 \), the likelihood of becoming infected is small enough such that there is little incentive for pair-formation, whereas at high \( R_0 \), the ubiquity of the disease means that a randomly selected partner will likely be infected, thus pair-formation provides little respite from the risk of infection. At intermediate pathogen transmission rates, however, the infection is sufficiently prevalent in the population such that individuals want to avoid it, yet it is not so prevalent that the odds against a randomly selected partner being infection-free are insurmountable.

There also exists a maximum \( R_0^* \), above which invasion is not possible (figure 2). For the general case this lacks an explicit solution, however, when costs are exclusively maintenance, \( R_0^* \) is the solution of (3.2) set to equality. Indeed, as \( \bar{v}_1 (\rho = 1) \) is the ‘best case’ for the evolution of serial monogamy (i.e. the
given by rearranging (3.3) independently of \( d \) in invasion. The curve separating the region of invasibility from extinction is First, increasing tolerance the largest range of transmission probability, that a randomly chosen partner will be assured of being a real threat to individual fitness, but is not so ubiquitous population is infected (figure 3). At this frequency of infection infected at time of invasion, \( b \) in terms of rate of sexual encounters, \( R \) of \( b \) must satisfy \( 1 + R_0 > 0 \) (figure 4). There are a number of key differences however. First, the minimum level of pathogen-induced sterility, given by the upperbound on \( \delta \) in (3.3), does not necessarily exist when disease-induced mortality is sufficiently high (figure 4). That is, if a pathogen has a small impact upon sterility, monogamy can still be selectively advantageous provided disease-related mortality is large enough. This is logical: at high disease-induced mortality, if a mutant does pair with an infected individual, the lifetime of the pairing is short enough to lessen both the fitness costs of pairing with a sterile individual and the likelihood of disease transmission. Second, at fixed \( R_0 \) it is possible that at both high and low sterility, monogamy is advantageous, while at intermediate levels of sterility it is not (figure 4). At intermediate levels of sterility, the selective pressure of the disease-induced mortality is insufficient to overcome the double penalty associated with forming a pair with an infected individual, that is, the risk of infection and the reduced fecundity for the duration of the pairing. At low levels of sterility \( (\delta \approx 1) \), disease-induced mortality becomes the driving force behind evolution, and from (3.4) we know that monogamy will evolve. At high levels of sterility \( (\delta \approx \delta_0) \), both aspects of pathogen virulence work in concert to select for monogamy.

(c) Pathogen causes both mortality and sterility

Now suppose the STI affects both host mortality and sterility. As was true when virulence was restricted to sterility or mortality alone, serial monogamy is the most advantageous at intermediate \( R_0 \) (figure 4). There are a number of key differences however. First, the minimum level of pathogen-induced sterility, given by the upperbound on \( \delta \) in (3.3), does not necessarily exist when disease-induced mortality is sufficiently high (figure 4). That is, if a pathogen has a small impact upon sterility, monogamy can still be selectively advantageous provided disease-related mortality is large enough. This is logical: at high disease-induced mortality, if a mutant does pair with an infected individual, the lifetime of the pairing is short enough to lessen both the fitness costs of pairing with a sterile individual and the likelihood of disease transmission. Second, at fixed \( R_0 \) it is possible that at both high and low sterility, monogamy is advantageous, while at intermediate levels of sterility it is not (figure 4). At intermediate levels of sterility, the selective pressure of the disease-induced mortality is insufficient to overcome the double penalty associated with forming a pair with an infected individual, that is, the risk of infection and the reduced fecundity for the duration of the pairing. At low levels of sterility \( (\delta \approx 1) \), disease-induced mortality becomes the driving force behind evolution, and from (3.4) we know that monogamy will evolve. At high levels of sterility \( (\delta \approx \delta_0) \), both aspects of pathogen virulence work in concert to select for monogamy.

4. Discussion

In this paper, we examine the conditions under which an endemic, cryptic STI can promote the evolution of serial monogamy in a sexually reproducing organism. We purposefully restricted our model such that the only selective force was the STI, and there was no mate choice as has been studied elsewhere [9,10,22]. By contrasting the cases when pathogen virulence causes either host mortality or sterility, we found that cryptic STIs causing host mortality are more conducive to the evolution of serial monogamy, contrary to expectations elsewhere [7]. The reasoning is simple. First, when a pathogen causes mortality, if
Figure 4. Conditions for the evolution of monogamy when virulence causes sterility and mortality. The invasion coefficient is the condition for invasion; when positive, the mutant can invade. For all panels, the catalysis costs are zero; increases to these costs will reduce the likelihood of invasion while preserving the qualitative patterns. (a)–(c) Increasing probability of infection, $\beta$, while each curve corresponds to a different value of $\mu$, starting from $\mu = 1$ (STI does not affect mortality; thickest black curve) and increasing as indicated by the arrow to the right. The dashed red line corresponds to $\delta$, below which STI-induced sterility drives the host population to extinction. (d–f) Increasing values of $\mu$, while each curve corresponds to a different level of sterility, $\delta$. The direction of increase of $\delta$ is shown by the arrow to the right; as $\delta$ increases, sterility decreases. (Online version in colour.)

emerge in a population when the behaviour is initially rare due to individual-level selection. In general, we would expect this obstacle to limit the ability of an STI to drive the emergence of monogamy. Our findings about the selective advantage of intermediate transmission mirror those found in previous work on host immune investment strategies [24] and host sociality [25]. The similarities are unsurprising: in all cases, the host is weighing the costs of the particular defence against infection (e.g. serial monogamy, immune investment) against the benefits; as argued above, the pathogen must be common enough to pose a threat to individual fitness, but not so pervasive that costs are prohibitive.

In agreement with our findings, previous work has found that monogamy is not always expected to evolve in the presence of an sterilizing STI [14]. However, the model of Thrall et al. [14] was limited to within-season reproductive success, rather than an overall measure of fitness. As a result, they assumed that disease frequency did not change within-season and thus the proportion of the population infected was independent of both the per-contact probability of infection (our $\beta$) and the frequency of copulations (our $b$) [14]. Consequently, they found that the per-contact probability of infection was critical to the evolvability of monogamy (our $\beta$): when high, monogamy was not expected to evolve. Our results show that the relationship is more complex, and is dependent upon both the number of copulations, $b$, as well as the virulence of the pathogen, $\delta$ (figure 3).
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